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CONFERENCE
OPENING

David Butler,
Butler Cox & Partners Limited

Ladies and gentlemen, may | welcome you to this management conference of the Butler Cox
Foundation, of which the theme is “New applications, new technologies””. During the days
which follow we hope that we will have the opportunity to catch a glimpse of some of the
important changes which lie in the years ahead; some of the changes in computers, in office
automation and in telecommunications — the three main themes of the work of the
Foundation.

We have chosen, obviously on a very selective basis, the technologies which we will cover and
the applications which we will draw out of them. With so much going on in the world of
systems, we could have filled the agenda 10 or 20 times over; but we hope that the ones which
we have in fact selected to include in the programme will give you an interesting and balanced
picture of what is happening and, most of all, stimulate you to think about, and to discuss
among yourselves and with us, the implications of some of these changes for the future.

First, we will set the scene against which the later speakers will develop their themes, describing
their particular technologies and the lessons which they wish to draw from them. We will ask
David Seabrook to paint that background picture for you in a session entitled ‘“Future Trends in
Systems Technology”.

David is currently the Research Manager for the Butler Cox Foundation, which means that all
the different pieces of research which we do flow across his desk in one way or another. He is
responsible for controlling that research work and for the publication of the Foundation Report
series. Before he joined us, David was in a senior management position with the computing
subsidiary of the International Publishing Corporation.

So much for David’s past background. Before | ask him to launch our conference on its way, let
me also make a public announcement about his future activities. At the end of this conference,
when Martin Ray completes his period of assignment as the Director of the Butler Cox
Foundation, David will take over in that capacity from 1st February. So in listening to him, and
in your response to his paper, | am sure that he is anxious in the job that he is about to
undertake to be as sensitive as possible to all your desires and wishes about the future direction
of the Foundation programme.



SESSION A

FUTURE TRENDS
IN SYSTEMS TECHNOLOGY

David Seabrook,
Butler Cox & Partners Limited

David Seabrook is research manager for the Butler Cox Foundation, and as such is responsible
for the research work and publication of the report series. His previous assignments with Butler
Cox have included a study of the potential impact of videotex in Europe, and consultancy
assignments for a United States corporation wishing to establish an online system in Europe,
and for the European headquarters of a multi-national operation seeking advice on a pan-
European computing and networking strategy. Before Joining Butler Cox & Partners he was a
director of the computing subsidiary of the International Publishing Corporation, where he
worked for twelve years on the development and implementation of systems using
computerised techniques for publishing airline timetables and large registers and directories. He
holds a BSc degree in Applied Mathematics from the City University, London.

The theme of this conference is “New applications, new technologies””. My task this morning is
to set the scene for the conference by reviewing some of the trends in information systems
technology. Some of the developments that | shall be speaking about will already be familiar to
you; others may be new to you. My purpose in presenting any novel developments in
technology will be not to titillate you, but rather to provide a perspective against which those
developments can be evaluated.

Before | turn to the technology of information systems, | should like to begin by looking at the
way that any technology develops. Any technology develops within a context; and, more often
than not, the technology is developed to meet a need. That need may be commercial,
economic, political, or perhaps military. | should like to illustrate this by an historic example.

About 150 years ago in this country, vast deposits of coal were being discovered. However,
there was only one problem: that coal was not in the place where it was needed. It so happened
that living on the edge of the coal fields there was a young engineer called Robert Stephenson
and the subsequent development of the railway engine owed as much to the commercial and

economic need that existed at that time to shift coal about in bulk as it did to Stephenson’s
ingenuity.

What is‘the context an_d what are the needs against which information systems technology is
developing today? | think that here there are two main influences. First, there is the shift to

.knowlgdge-based _w_ork; and secondly, there is the realisation that natural resources, and energy
in particular, are finite resources.

Looking for a moment at the shift to knowledge-based work, the developed world in the last
few decades has shifted from one in which most people were employed in manufacturing and
agriculture to one in which most people are now employed in information-based occupations,
and the growth in the number of office workers is an illustration of this shift. The response to
this shift to knowledge-based work has been to turn to technology, to help us to handle infor-
mation more efficiently and more effectively. That technology increasingly is based on micro-
electronics in whatever form it manifests itself: as mainframe computers, word processing
systems, computer networks and so on.




As any technology develops, as it matures it passes through a number of stages. At the begin-
ning of the development of a technology, the emphasis is mainly on how to make it work. But
as the technology matures the emphasis shifts more to an emphasis on what we should be
doing with the technology and why we should be doing it.

| have illustrated this shift on my first slide. Those of you who were present at the Foundation
management lunch just before Christmas will recognise this slide as one that Gordon Scarrot
used at that time. It illustrates the
point very well indeed. The region
on the left shows that initially most
of the emphasis is on how to make
the technology work, but as the
technology matures the emphasis
shifts more to what we should be
doing with it and why we should be
doing it. Along the bottom of the
slide | have put the timescale of the '
development of steam engines as Steam engines
an example. The first practical
steam engine was demonstrated
round about the year 1700; but it
was not until 150 years later that
the formal theory of thermodyna-
mics was developed. It was not
until that theory was developed that steam engines could be used with any great certainty, and
it led to a great proliferation in the use of steam engines, because once the theory of thermo-
dynamics existed, engineers knew that they could build with confidence engines to meet the
needs of the users.

Development of a technology
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A lot of what we do in the Foundation concentrates on the what and why issues of information
systems technology; and in this conference we shall also take a look at some of the how aspects
of the technology as well.

The key to the development of information systems technology is microelectronics. | want now
to review the major trends in the developments of this underlying technology of microelec-
tronics.

Those who work in the field of microelectronics talk about the doubling rule. The doubling rule

states that the complexity of chips doubles every year; that the speed of the circuit doubles

every two years; and that the size of the chip doubles every four years. On the other hand, the

design costs double every year. The net result of all of this doubling is that the cost per chip

gcays constant at about 30 cents per chip, which leads to a price per made up chip set of $300 to
400.

The effect of all of this doubling is that today we are able to see processors which are faster than
ever before: memories which are able to store more information than ever before: but that both
the processors and the memories become physically smaller, and that both processors and
memories, in terms of their price/performance, become cheaper. In other words, the effect of
microelectronics is to provide more ‘bang per buck'.

The history of microelectronics has passed through a number of stages — through Medium
Scale Integration and Large Scale Integration. Today, we are at the stage of Very Large Scale
Integration; and the rapid advances in Very Large Scale Integration are challenging our ability to
evaluate the technology, let alone apply it. But Very Large Scale Integration is not the end of
the story; the next buzz word is Grand Scale Integration (GSl). Grand Scale Integration will



bring with it the equivalent of a 370/158 on a chip by the. second half of the '80s and one
megabyte of random access memory on a chip in the same timescale. | am sure tha‘g tomorrow
afternoon Norman Eason will tell us more about the development of microelectronics and the

way in which he sees that technology being applied.

What | have said so far may seem to indicate that everything in the garden is rosy, that we will
continue to get processors which are faster, memories which can store larger amounts of mf_or-
mation, and better price/performance. But there is a problem. That problem is the gap which
now exists between the hardware that is available and the software tools that we have available
for applying that hardware. | am sure that you are all very familiar with this problem.

| have illustrated it on this slide, which shows how over the last 15 years or so the relative costs
of information systems have shifted from being dominated by hardware costs to being
dominated today by software
costs. The slide shows that we are
now approaching the situation
where about 90% of the costs of
information systems are related to
software costs. What the slide
shows is that the price of hardware
is, in effect, tending to zero.

Relative hardware and software costs

Percent of total costs

The problems that this dominance
of software costs brings with it is
an area which we have examined in
the Foundation in the past, in
Foundation Report No. 11 which 146D 1985

dealt with systems productivity. It

was also largely the theme of the

conference in Venice last May. It is

a theme to which we shall return later this year, in Foundation Report No. 25 which will look at
alternative methods of developing systems.

| now want to move on to look at the way in which the basic underlying technology of micro-
electronics \n._rlll be applied. It is necessary to do this at two levels: first, to look at the different
types of equipment in which microelectronic technology will be used: and then to look at the

way.in which that equipment will be put together to form the hardware environment in which
applications systems will operate.

The equipment that | want to look at is equipment for handling all types of information: voice,
data, text, e!nd Image. | want to consider four different types of equipment: equipment for
processing information; equipment for storing information: equipment for transforming

information; and equipment for distributing information.

With equipment for processing information, | think that the effect of microelectronics will
manifest itself in two extremes. At one end of the scale we will see a proliferation of small,
cheap, portable computing devices — microprocessor devices. These devices will be used in
homes, offices and schools. They will be afforded by people with anything but the smallest

Eugget for office equipment, and increasingly will be bought by people out of their domestic
udgets.




If | may recall for a moment my first slide, which showed the change in emphasis from how to
make the technology work, to an emphasis on what and why — as users become more
accustomed to using computer-based equipment they will be in a position to concentrate on the
what and why issues themselves. This means that, probably for the first time, the corporate
information processing function can look forward to dealing with a knowledgeable and
informed user base. That could well require a fundamental change in the attitude of the
corporate information processing function.

At the other end of the scale, the impact of microelectronics will manifest itself in the develop-
ment of very fast and very powerful processors. There are undoubtedly some specialised appli-
cations which require very fast and very powerful processors, and voice processing is probably
one such application. But the need to develop faster and more powerful processors so far has
been due more to a need to overcome the restraints of the traditional von Neumann architecture
of computer hardware.

The constraints of the von Neumann architecture were discussed in some detail at a previous
Foundation conference, but to summarise the constraints, it is to do with moving the data from
the memory part of the processor to the part where the processing actually takes place; all the
data has to pass individually through a single bottleneck in the middle of the machine. The need
to develop faster von Neumann type machines is in turn due to a need to protect the software
investment that large organisations now have in software designed to run on that type of
machine.

There have been a number of alternative architectures proposed for overcoming the von
Neumann bottleneck. But before | mention a couple of those, | should like to consider how
much faster the existing, traditional architectures can be made to process. It turns out that the
limiting factor is in fact the speed of light. | am sure that you are all well aware that nothing can
travel faster than the speed of light, including electricity in electrical circuits. This means that if
we want to build a processor with a one nanosecond cycle time no signal can travel more than
six inches, because that is the distance that light will travel in one nanosecond. It is theoretically
possible to build a very fast, very powerful computer in a six-inch cube of silicon. However,
there is one great difficulty with doing that: it would generate so much heat that the silicon
would melt. There is no known coolant that would work because any coolant known would
boil. So what is required is a technology which provides very fast switching and also has very
low power consumption.

Such a technology is under development by IBM, and by at least one major Japanese manu-
facturer — the technology of Josephson junctions. IBM have built fragments of computer
circuitry, using this technology. Their predictions are that it is possible to build a processor
which has a 3 nanosecond cycle time. That translates into a processor capable of operating at
100 million instructions per second, in other words about 10 times faster than IBM's current
largest machine offering, the 3081. But there are quite severe problems with Josephson
junction technology. It requires cryogenic temperatures, that is temperatures just above
absolute zero. Operating at those sort of temperatures is likely to produce quite severe manu-
facturing constraints and operational constraints.

The technology of Josephson junctions is still very much-under development; but one day
perhaps it could lead to processors which are very small, very cold, very fast, but initially very
expensive.

A few moments ago | mentioned that a number of alternative architectures have been proposed
for overcoming the von Neumann bottleneck. The next slide illustrates one such architecture
which uses parallel processing techniques. It is a diagrammatic representation of ICL's
Distributed Array Processor, which consists of a 64 x 64 element matrix where each element in
the matrix itself consists of a 1 bit processor and a 4k memory store. Each processor can
communicate with its immediate neighbours in a north-south-east-west configuration and can
also access the memory module of its immediate neighbours. '



ICL originally designed the Distributed Array Processor with physical field groblems_ in mind
which require very large arrays of numbers to be processed. But they have since realised that
there are many other types of prob-
lems which require several proces-
sors all to obey the same common
instruction stream simultaneously.

Distributed array processor

One example would be retrieving Il i o |

information by complex content cri- & Presamdenen

teria, where simultaneous searches ! B store cloment (4096 bit)

could be initiated. / —— Row and column highway
——— Neighbour connections

What | have just described sounds e "h s i

very much like another innovative !

device that ICL has — the contents ¥

addressable file store device. This #

illustrates a problem which will

become increasingly apparent in
the future: it will be ever more diffi-
cult to distinguish between equip-
ment for processing information and equipment for storing information. The concept of active
storage will become increasingly important in the future.

Two other alternative architectures are data driven architectures and pipelining techniques.
With a data driven architecture the instructions are taken to the data to operate on it. With a
pipelining architecture a task is broken up into a number of sub-tasks and dedicated, specialised
processors carry out each individual sub-task.

Having reviewed the impact that microelectronic technology will have on equipment for pro-
cessing information, | now want to move on to look at the impact that microelectronic tech-
nology will have on equipment for storing information. A lot of what | have said about micro-
electronics in general and about equipment for processing information applies also for
equipment for storing information. Solid state storage devices will continue to store ever larger

amounts of information whilst becoming physically smaller and, in terms of the price per bit of
information stored, cheaper.

This slide shows the general trends in the reduction in the cost of memory over the last 15 years
or so. Each individual curve on the slide shows the way in which the cost per bit stored has
reduced over a period of time and
has then been superseded by a sub-
sequent technology which further RS out s
reduces the cost. It is interesting to
note that although the changes

between core memory and solid gorememory  1kbitmog

state memories are quite funda- =

mental in terms of the technology o

used, the older technology con- Cost/bit TEETIN

. 2 = (logscale) \ 16 kbit-MOS

tinues to exist for some time after WL H IR T e | \

the newer technology has been 64 kbit-MOS
introduced. The straight line on the i

slide represents the general trend. <

It is perhaps unfortunate that the 1986 970 1975 1980 1985

way in which this slide has been
drawn might make it appear that
the cost of memory will drop to
zero in about 1983. | do not think that is quite true. The cost trends shown on the slide will
continue into the future, without doubt, but the cost of memory will never quite reach zero.




In a couple of years time it will be possible to add to that slide the cost curve for 256k random
access memories, and by the second half of the '80s also the cost curve for 1 megabyte random
access memories.

Solid state memory devices consist of random access memories, read only memories and,
somewhat in between, programmable read only memories and erasable programmable read
only memories. Solid state random access memories typically have an access time ranging
between one-tenth of a microsecond and one microsecond. It is, however, possible to build
solid state memaories which cost less than random access memories, and these alternative types
of solid state memories require the use of serial techniques. Two examples of solid state
memories using serial techniques are charge coupled devices and bubble memories.

By serial techniques | mean that the information stored is circulated within the chip around a
number of storage locations, and the data becomes available to be read only once in each cycle.
So if the data is shifted through 64 locations, the access time of the charge coupled device will
be about 64 times slower than an equivalent random access memory.

Charge coupled devices require about two to three times less area of silicon to store a bit of
information. The control circuitry is also cheaper and less complex. This means that high den-
sity storage in solid state form will appear as charge coupled devices before it appears as a
random access memory. So 256k memories and 1 megabyte memories are likely to appear as
charge coupled devices before they appear as random access memories.

Bubble memories operate on exactly the same principle as charge coupled devices, except that
instead of electrical charges being moved around it is magnetic bubbles being moved around,
or, to put it more formally, microscopic domains of magnetic polarisation shifted about in a thin
magnetic film by applying the appropriate magnetic fields. One advantage of bubble memories
is that they are non-volatile — rather like a game of magnetic “'pass the parcel”: you switch the
power off and the bubbles stay where they are until you put the power back on again.

Bubble memories will be used in situations where they can be used as a replacement for tape
and disc memories, typically requiring between 1 million bits of information and 10 million bits of
information. Mention of tapes and discs serves as a reminder that not all equipment for storing
information are solid state devices. Tapes and discs of course are examples of moving surface
memories, and drums are a third example. So systems designers today have available to them a
hierarchy of memory devices.

This slide shows the relationship Meqworyacses=tma And price

between different types of memory 102

devices. The vertical scale shows 7 _ l

the price per bit of information E 1 il

stored on the different types of £ [z ‘
devices shown on the slide; the E GE b
horizontal scale shows the access o .—‘—dmm
time of getting to the information H disc

on those devices. On the top, left- L 104 tape
hand side we have the more expen- £

sive solid state memories with faster = s

access times; on the bottom, right- 10-® 107 102 1 10°
hand side the moving surface mem- Toaes D e

ories, which are cheaper to store
information on but slower to get at
the information. Moving surface memories are non-volatile, like bubble memories.

Let us look in more detail at one of those moving surface memory technologies — discs. A few
years ago, a number of people were prepared to say that, perhaps by now, discs would be



obsolete. It is now well accepted that discs will be around for some_time. There are many situ-
ations where storing information on discs will not be replaced by solid state storage devices for
the foreseeable future. Disc technology has made very steady progress over the last 20 years.
That progress will continue for the foreseeable future. Today we have dls_cs capal?le of storling
1,260 million bytes of information, in other words more than a gigabyte of information. The disc
manufacturers are confident that, within two to three years, the density will have been doubled
again, to 2,500 million bytes of information per spindle of discs. By the end of the decade they
believe that it can be doubled yet again, to 5 gigabytes.

To achieve these higher densities on discs will require the use of microelectronic fabrication
techniques, both to create thin film platters on which to record the material, and to create
smaller read-write heads so that more information can be stored on a smaller area of the disc.
The disc manufacturers are also experimenting with techniqgues of recording information
vertically into the magnetic film, rather than horizontally as at present.

Microelectronic technology will also be used in disc controllers to provide more intelligence.
That intelligence will be used, for example, to enable the disc to anticipate the next access that
it will be asked to make and also to provide greater error correction and detection than has
hitherto been possible. What | am beginning to talk about again is the concept of active storage
devices.

There is one type of moving surface memory which is not shown on the slide, and that is the
process of using optical data storage techniques, that is videodiscs. Videodiscs have the
potential to increase by an order of magnitude again the amount of information that can be
stored online to a computer system.

On this slide | have shown the principles of recording information on a videodisc. The slide
shows a cross section through the disc. The disc itself consists of a thin sheet of clear acrylic
and information is recorded on the disc by burning small pits into the top of the disc. Once the
pits have been burnt into the top of the acrylic layer, they are covered with a thin coating of a
reflective aluminium material and
the whole lot is then sealed in a
protective coating. To read the
information back from the disc a
low-powered laser is focused from e e mnetisrico
underneath on to the pits — or Focal plane
rather what is left after the burning
process took place originally. If the
laser focuses on the pit, looking at -
it from underneath, it is easy to see ol i r
that it can represent either the

presence or the absence of a binary
digit.

Optical data storage

0.16
mm

Laser beam Typical dust particles

A 12-inch videodisc has the poten- (to scale)

tial for storing a gigabyte of infor-
mation, so putting two discs to-
gether and arranging five of them on to a spindle, you have the potential for a 10 gigabyte
storage system. However, there is a drawback to optical data storage techniques: because the
physical characteristics of the disc are altered when the data is recorded, it is not possible

So optical data storage is likely to be ideal for archival storage, perhaps for use in electronic
filing systems.




| have talked about equipment for processing information and equipment for storing infor-
mation. | now want to move on to look at equipment for transforming information; that is equip-
ment for getting information into and out of computer systems. Input devices consist of key-
boards, key-to-disc systems, visual display units, optical character recognition systems, mark
sensing systems, laser scanners, and voice input; the telephone also can be used as an input
device to computer systems. Output devices consist of printers in their many forms, line prin-
ters, character printers, dot-matrix printers, ink-jet printers, laser printers, daisywheel printers.
Visual display units are also used as output devices as well as input devices. | also think that
increasingly in the future typesetting equipment will be used as output devices. Voice output
devices: again the telephone can be considered as an output device from computer systems.

| do not intend to give a detailed breakdown of the developments in the technology of each of
those types of devices, but | should like to make one general point, which is that input and
output devices, increasingly in the future, will have associated with them their own processing
power and their own storage. So once again the concept of active storage emerges. For
example, the days when a 100 megabyte terminal will be available are not far away.

The equipment for inputting and outputting information will normally form the interface
between people and equipment, and the ergonomics of such equipment becomes increasingly
important. It is an area that we looked at in some detail in Foundation Report No. 20.

To provide a truly usable interface between people and equipment it is necessary to use
concepts which we all use in our everyday life to make the equipment as familiar and friendly as
possible. This afternoon Professor Negroponte will be talking to us about developments at MIT,
using the concepts of space and spatiality for storing and retrieving information. Professor
Negroponte argues that we must use the same concepts of space and spatiality that we use
every day, for arranging papers on our desk for example, for arranging information in infor-
mation based systems. Until we do use similar types of concepts we will not provide a truly
usable user interface.

| want to mention briefly two technologies used in equipment for transforming information. One
is an input technology and the other is an output technology. The input technology is that of
voice recognition. In the next session this morning, Fred Jelinek, from IBM, will be updating us
on the state of the art of voice recognition technology. As | understand it, voice recognition
technology today is capable of recognising isolated words, but the aim is to recognise contin-
uous speech. In fact IBM’s stated aim is to transcribe spoken English into typed text. However,
there seem to me to be formidable problems to be overcome. For example, one second of
spoken speech, if it is stored in an uncompressed digital form, requires about 50,000 bits of
information which, on a quick calculation, means that you are receiving from me this morning
about 150 million bits of information. What that illustrates is that voice recognition will require
very large amounts of storage and very powerful processing equipment to manipulate the
information which has been stored.

To be truly useful, voice recognition must be able to understand what the speaker actually
means. That could present some very difficult problems. Let me give you an example. | wonder
how many times porters at railway stations have been asked, ““Do you know the time of the next
train to London?”” The logical answer to that question is “Yes", but | am sure that is not the
answer that the questioner wants to hear.

The output technology that | want to mention is the use of graphics and colour on visual display
units in a normal business environment. Graphics and colour have been used for a long time for
special applications, but once again the developments in microelectronics are reducing the price
of those facilities to a level where they can be used more widely in commercial environments.

Prestel and other videotex systems have demonstrated very well the potential for using graphics
and colour. The next slide is a photograph taken from a normal television screen in Canada dis-



playing information retrieved from a videotex data base usin_g th_e Canadi_an Te!idon technology.
This demonstrates the potential for combining text and graphical information using colour as well.

If videotex terminals are to become
widespread - and despite the slow
take up of Prestel in this country
there is still a good chance that will
happen — it means that there will
be an increasing demand for
graphics and colour facilities in a
normal data processing commercial
environment. The use of graphics
and colour in that environment is
limited only by our imagination.

It is interesting to think of the way
in which visual display units have
been used so far. In many ways
they have been used just to trans-
form existing computer printouts directly on to a screen in their existing form. | think it was
Confucious who said that a picture is worth a thousand words. There are many situations where
financial information can be displayed as a histogram, a graph, or a pie chart; and statistical

information also. Graphical displays can be used also for showing deviations from expected
norms.

ques, but developments in microelectronics
will mean that in the future digital techniques increasingly will be used for telecommunications.
This is an area that we looked at in some detail in Foundation Report No. 21, published just
before Christmas.

The use of digital transmission techniques will mean that it will become cheaper and easier to
move information about. There will be many situations where it will be cheaper and easier to
move information about rather than moving people about. | think that this explains the current
interest in systems such as electronic mail systems and teleconferencing systems. | am not
suggesting that all business travel, or indeed most business travel, can be replaced by electronic
forms of communication, but there are some areas where it is certainly possible.

Developments in equipment for transmitting information depend very much on the plans that
the PTTs have for digitising the telecommunications infrastructure. Most PTTs have plans

out to subscribers’ equipment, until well into the 1990s. However, PTTs are making good
progress with digitising the higlh—level telephone network. For example, by 1983 or 1984, in this

with digital transmission
ase from British Telecom
It would then be necessary only

specially to engineer connections from the local exchanges out to the subscribers’ equipment to

provide end-to-end digital working.

The constraint so far on providing high bandwidth transmission facilities has been on the
physical bulk of the coaxial cable necessary to accommodate the higher bandwidth; but there
are some technologies under development which will help to overcome that constraint. One of
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those technologies is the use of optical fibres. A very thin pair of optical fibres should be capable
of carrying several thousand simultaneous telephone calls. This means that in the same physical
cabling conduit it would be possible to provide very much higher transmission capability using
optical fibres than it has been with coaxial cables.

To use optical fibres for transmission of information also requires the development of optical
data receivers. To date the development of optical data receivers has lagged behind the
development of optical fibres. But IBM announced last November that they have developed a
relatively inexpensive optical data receiver, which can be built on a single chip and which is
capable of receiving data at a rate of 200 million bits per second. That type of development
brings nearer the feasibility of the integrated office where voice communication, stored program
controlled switchboards, store and forward message and data switches will all use compatible
communication circuits and processors. | am sure that tomorrow morning my colleague, Roger
Camrass, will be telling us more about this sort of development when he speaks to us about
developments in private automatic branch exchanges, which are evolving from being basically
voice switches to devices with non-voice functions as well.

A second technology which is helping to overcome bandwidth restrictions and constraints is the
technology of satellites. After lunch today, Larry Blonstein will be telling us more about
developments in satellite technology. But | think that the use which large organisations in
Europe will be able to make of satellites depends very much on the European regulatory environ-
ment. For example, it is most unlikely that the PTTs in Europe will permit the equivalent of
Satellite Business Systems to be established in Europe. SBS is the American corporation jointly
owned by IBM, by Communication Satellite Corporation, and by Aetna Life and Casualty
Insurance Company.

SBS launched its first satellite on 15 November last year, and that satellite is due to come into
commercial operation soon. SBS sees the market for its services as being all forms of business
communication, ranging from facsimile to electronic mail to teleconferencing.

The third technology under development for transmitting information is the use of the infra-red
spectrum for transmitting information on a local basis. Using infra-red techniques provides the
possibility of making local-area networks much more flexible, because the equipment will not
have to be physically interconnected. We know that local-area networks are currently a hot
topic and that a number of Foundation members are experimenting with equipment such as
Ethernet, the Cambridge Ring, and Xi-Net.

But networking is not just about local-area networks, it is also about wide-area networks. Wide-
area networks have their own set of constraints and problems. Many of those constraints are
tied up with the PTTs’ plans to digitise the basic telecommunications infrastructure, and also
with the PTTs’ plans for developing public data networks. It may seem that the changes in the
telecommunications infrastructure are painfully slow. System X in this country is talked about
reverently as being available in the late ‘80s, or the middle '90s, or perhaps into the 21st century.
It is interesting to think that in this respect some of the underdeveloped countries may leapfrog
over some of the more developed countries. Some of the Arab states may well go straight to
using digital techniques for telecommunications before developed countries, because they have
nothing to replace at the moment.

Nevertheless, by the end of this decade digital telephony will be the norm or, if it is not, it will be
soon after then. The availability of cheap, ubiquitous digital transmission facilities will have a
revolutionary impact on the demand for transmitting information in all its forms of voice, data,
text, and image.

| have now summarised the impact of microelectronics on the four types of equipment which
will be used in information processing systems: equipment for processing information; equip-
ment for storing information; equipment for transforming information; and equipment for
distributing information. | want now to look briefly at the way in which that equipment will be
put together to form the hardware environment in which application systems will operate.
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The basic point that | want to make is that information syste{ns te(_:hno!ogy wull. become al_l—
pervasive. It will invade all parts of our business life and our private l_wes. Let me |I|ust.rate this
with a few examples. In factories, information systems technology \{w!l be used mcrea:smqu for
production control, and also for controlling robotic systems. T})e Mini Mgtro produptlon lmg at
Longbridge is an example of the way in which things are moving. In offices also, information
systems technology will be used increasingly. Office automation is currentl\_/ the focus o_f muc:,h
attention, but so far nobody seems to have made much progress with moving forward in a big
way into office systems. | think that | may have an answer as to why this is so.

Let me refer back to my first slide which showed how the emphasis in technology shifted from
an emphasis on how to make it work to an emphasis on what we should be doing and why we
should be doing it. | suspect that with the application of information systems technology in the
office we are still concentrating very much on the “how to make it work”’ area, and that we will
not make dramatic progress until we concentrate much more on the what and why issues of
information systems technology in offices.

But developments are taking place, novel developments of applying information systems
technology in the office. Tomorrow morning, Gregory Peel will be speaking to us about the
development of electrohic filing systems and the impact that that type of system will have on
storing information, transforming information and distributing information.

Information systems technology will also be used in a retail environment. | am thinking here par-
ticularly of point-of-sale systems. This is an interesting area because it brings us right up against
the interface of information systems technology and the general public. One of the supposed
benefits of point-of-sale systems is that it should no longer be necessary for the retailer
individually to price each packet on the shelves; by reading a bar code on the packet the price
can be retrieved from a central data base at the checkout desk. But consumer pressure in the
United States is forcing retailers to continue individually to price each packet on the shelves.

Finally, information systems technology will also be used in the home. The emergence of
personal computers and videotex systems is an example of this. France has very ambitious plans
for introducing society in general to information systems technology. The French plans for the
information-based society are extremely ambitious. The French, of course, have invented a
word for it: Télématique. It is instructive that | have heard a number of Foundation members use
the anglicised form of that word recently — telematics. Tomorrow afternoon, Roy Bright will be
reviewing for us the French Télématique developments. He will concentrate on two aspects: on
their Télétel experiment, which is very similar to the Prestel system in this country; but perhaps
of more immediate interest, the French plans for automating the directory enquiry service.

telephone call each time he uses the terminal. Nevertheless, once those terminals are installed in
homes it means that they can be used to access any other videotex data base.

| hope that | have demonstrated that information systems technology will become all-pervasive.
During this conference we will hear details about a number of the developments that | have

be about developments in applications. Some of what we will hear about is already available:
others are still at the research stage.
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dynamics of information. | am not suggesting that | can even begin to say what such a theory
should consist of, but until it does exist | do not believe that we can move forward in any great
way into the what and why areas of information systems technology.

This means that the applications gap to which | alluded earlier will be with us for some time.

Nevertheless, | hope that some of the things that we will hear about during this conference will
show us the way in which we can begin to fill that applications gap.
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SESSION B

DEVELOPMENTS IN
THE RECOGNITION OF SPEECH

Frederick Jelinek,
International Business Machines Corporation

Frederick Jelinek was born in Prague, Czechoslovakia. He received bachelor, masters an_d
doctorate degrees in electrical engineering from the Massachusetts Institute of Technology in
1956, 1958 and 1962 respectively.

Since June 1972 he has been with the Computer Sciences Department of IBM Thomas J.
Watson Research Center, Yorktown Heights, New York, where he manages research on
automatic recognition (transcription) of speech. He had been an instructor at MIT (1959-1962),
a visiting lecturer at Harvard University (1962), a Professor of Electrical Engineering at MIT
Lincoln Laboratory (1964-1965) and a visiting scientist at /BM Thomas J. Watson Research
Center (1968-1969). His principal interests are in speech recognition and information theory. He
is the author of Probabilistic Information Theory.

Dr Jelinek was the president of the |EEE Group on Information Theory in 1977 and was the
recipient of the 1969-1970 Information Theory Group prize paper award.

| define speech recognition as the automatic transcription of speech. Metaphorically, you can
think of it as an attempt to construct a typewriter which you talk at, and it types out what you
have said. That, of course, is quite far away in the future, but there has been research along
these lines, and there are some partial products on the market at this moment which | will
mention.

Before that, however, | should like to say something about some related areas and products
which are not speech recognition, but which have recently become the subject of interest. First,
there is the area of speaker recognition/verification which is about recognising the identity of a
speaker. The aim is to use a speaker’s voice as a security key that would unlock doors, open
accounts, or allow a bank to give you money.

Next, there is the area of speech synthesis where You try to synthesise utterances out of text.
This area has different degrees of synthesis. Sometimes, what is referred to as speech synthesis
is simply putting together sequences of words which were pre-recorded by a human being.
Sometimes it is more advanced, and the idea is to synthesise every sound without a human
being involved at all. Finally, there is the area of speech coding/compaction. Some of you may
know that to record speech and transmit it digitally by PCM or delta modulation takes a lot of

The first degree of speech recognition is isolated word recognition, which is saying words in
isolation, with pauses between them, and trying to recognise those words. There are actual
commercial products on the market for isolated word recognition. These products are able to
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distinguish between about 50 to 100 words, and they work in various noise environments —
maybe even over the telephone.

Next, there is the area in which | am involved, that of continuous speech recognition, which is
an attempt to transcribe words spoken naturally in the cadence in which a normal person would
speak.

Finally, there is the area of speech understanding, that is not just recognition but also interpreta-
tion of the meaning of what was said. That is an area which in some sense is even more difficult
and awaits some further breakthrough. Some people may say that we will never have
continuous speech recognition until we have speech understanding, because the correct trans-
cription of words and sentences depends on whether one understands what was meant. This
concerns homograms, such as H-E-A-R, H-E-R-E, and so on.

Why do we need speech recog-
nition at all? My first slide shows Advantages of speech input
some of the advantages of inputting

- ¥ —
speech into machines. | have At mdnregmngaade nn
: @ Mobility — not tied to a keyboard

marked those that | consider most L dE
important with arrows. First, the ® Accuracy
applications of speech recognition —> @ Natural modality
right now are almost exclusively in- BILE R Lo et

= v - <o inal
dustrial applications where it is very I T Sk e e
5 ® 24-hour, 7-day input capability
important that eyes and hands are e o g
left free. Speech input allows you to ® Permits simultaneous communication
move around and not be tied to a with machine and other humans

No panel space or complex apparatus

keyboard, because you can use a Carinatisl with rarin

microphone and a transmitter with
no wires, and you can give your
commands as you move around the |
workplace. For instance, General Motors tried to see whether they could carry out their quality
inspections using speech recognition, by walking around the car and saying, “This door is
dented”’, and “This lock doesn’t work™.

Speech is a natural modality, you do not have to train anyone for it. Another very big advantage
for speech is that you can bring databases to the people, because almost everybody has a tele-
phone. Therefore, if you develop speech recognition and speech understanding sufficiently,
you can input information direct into a database. You can order merchandise and so on. Also,
speech requires little or no user training. Of course that is an exaggeration and it is an important
thing to remember when we talk of speech recognition and ask why we have not made as much
progress as we might. After all, a child takes maybe 10 years to train before he can speak. So,
when | say there is no training, that applies for an adult. But, of course, there is always evolu-
tionary training. So the amount of training is very large, and, like us human beings, you can
expect that a machine, in order to understand speech, will require a lot of speech to be trained.

Why should speech recognition be successful in the first place? My first slide on the next page
shows an example of the speech waveform of an utterance used as part of a speech recognition
programme at Carnegie-Mellon University which tried to recognise chess moves. This sentence
says “‘Bishop moves to King Knight 5”. You can see the regularity of patterns which recur at
regular intervals. They are not identical from cycle to cycle, but they are very similar, and it is
this similarity that gives rise to the hope that we will be able to recognise speech.

We have made progress in isolated word recognition rather than in continuous speech recog-
nition for three major reasons. First, because of the small vocabulary of isolated word
recognition, we can recognise the words by asking the speaker to say every word in the
vocabulary once or twice. We then use the samples of his speech as prototypes or patterns to
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Waveform of the utterance showing the actual word and

compare with what will be spoken next. For a 30 or inas betnds e
50-word vocabulary, it is not too tedious to have
the speaker say all 50 words. On the other hand,
natural speech recognition would require all of the
millions of words in the Oxford English Dictionary,

prem e P00 (1 ana
b
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so obviously we cannot approach natural speech b, o, e e e e lanr e wio e ao
recognition in the same way. Even a moderate dic- “WMA’M"‘IL‘MW'\“M\ L1,
tation system would require about a 10,000-word frtrrrm e e e n e e o
vocabulary, and again we cannot expect a user to Y, A S Al e
go through such a training period. e e --u—n--u- .
The next advantage of isolated word recognition is el oA S SrdEa
that the pauses between words separate the words "f\n'f‘,‘-;'"wh *{:‘ h;’\f‘ ?\'E\}'\f"f\rf\'ﬁ-:&wmwﬂ’f\'é
and makes their pronunciation rather standard. So EAFRaT T (T AR TR SR et
you eliminate all the edge effects where words ad- Wﬂ"\th'f"-'\w"w’\a%%’ﬁ%%§~‘,"1=';”kjl'f‘”;’?-’;’l“““'
join other words. For instance, you do not say S TRATLTI LT T S T T
“handlabelling” — you would put a pause in be- T
tween and say “hand . . . labelling”. You do not

swallow your R’s, and you do not say “‘onthe-
table”, you say “ON-THE-TABLE".

Finally, because of the pauses, the word pronunciation is distinct, stable and uninfluenced by
context. If you have pauses between words, the recognisers will synchronise with what you
have said. In other words, you know that you are about to try to recognise the 17th word
because it comes after the 16th pause. On the other hand, if you are speaking continuously,
since there are long words and short words, you never know exactly where you are.

The next Slide ShOWS some Of the State of the art in discrete (and connected®] utterance recognition
isolated word recognition products i
= Avail- nit lic. Vocab. Resp. ime n -
on the market and some of the firms e o sA:s‘:em? e g :‘a;:;r? oo B
. . . BTL N N 50 SI 95 Y Lab N
rese_arc'hlng Into thls a,r'ea," In the Centigram Y 3.5K N 2 Fa::v 95 N Norm Y
availability column, an “N’ means Verbex (Dialog) ¥ KN ® Fast 98 Y Tel Y
. Heuristics 1— ¥ 299 N 30 Slow ? N Nor N
that there is no product on the mar- a-op gt s i i e peone B
ket, and a “'Y"" means that you can L i ot SR e e Lab-Tel ¥
- - R erstate — 2 95
buy it. The price ranges vary widely. Boctronics 2-Y K N a0 Fet % N e v
. . y 3—Y 5-900 N 16 F: 98 1{
YOU. can buy very Inexpensive rec Threshold v DK N ®s  Fan % n i o
ognisers for hobbyists and so on, L Noo¥sM N 2 Fast 7 N Office v
yosia N
such as the one from Heuristics for Nwsnl | S SEE S N AR e, N R
A 1000
$300 (the hobbyists’ market seems P I B R S e i
to be the biggest market these e T e T Norm
v = 5 ast i &
days). On the other hand, Nippon Wi
4— Y 682K N 128 Fast 9 Y Tel- Y

Electric has a recogniser for $70,000. e
The slide also shows whether the
equipment works over the telephone, or in a normal environment, orin a relatively quiet office
and so on. ;

The capabilities of the products shown are very large, and the vocabulary sizes on which they
can operate differ by quite a lot. Actually, | have never seen the 1,000-word vocabulary system
from Nippon in use. In general, 100 words is about the limit. That is not because word
recognition could not go beyond 100 words — | think that it could go to about 200 or so — but
in actuality there are very few isolated word applications that need more than a 30-word dic-
tionary. The next application is an office dictation system, and that requires thousands of
words. So there seems to be a natural dividing line.
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This next slide shows a list of the applications for isolated word recognition. For instance,
baggage at Chicago Airport is handled by speech recognition. That means the handler says
“Kennedy”’ and presumably the

baggage goes to Kennedy Airport.

Anyway, it provides a good excuse Present applications

for mishandling.

® Parcel sorting systems ® Machine control

Baggage handling

Two major applications areas are in- Aidito:the fendicapped

ventory control and quality control.
Today, you can see entire ware-

Numerical control systems Banking and credit card

transactions

® Warehousing and distribution ® Cartography

houses being run with isolated word ® Inventory control @ Training air traffic controllers
recognisers. SpeeCh recognition is @ Quality control ® Aircraft cockpit communications
also used for parcel sorting. Nor- @ Distributed data processing ® Keyword spotting
mally, somebody has to straighten data capture
out the package for another person, ® Command control interaction
who then keys in the zip code, and
that is how it is sorted. Now, with
speech recognition, it is only one
person who does the sorting; he
reads in the zip code and the machine then does the sorting.
The next slide gives some other fu- iy |

- - . . Some applications
ture applications for voice recogni-
tion. Some of these are applications LS Estn e
for continuous speech recognition. Skl
| have divided them into three types A o i oo,
of usage. First, public use, where Access to data base

_ Aid to the handicapped
the public would use the system. In

this case, of course, isolated word

1l.  Business use — cccasional

recognition is probably unaccep- Creit card yotason.

table, because, if you have custo- Fligtx; ronog) oo

mers who are not trained, you will Ml SBissiness dise Sinarmivh

not want to insist that they put Direct data entry from quastionnairas
Small business billings

pauses between words, and you Language instruction

> Help for the handicapped
cannot take a sample of their P for the handicap

voices. The requirement for public

use is essentially for use over the

telephone — i.e. for voice recognition over the telephone, in an undisciplined speaking environ-
ment, and for a speaker-independent recognition system. These are very heavy requirements,
and we have a long way to go before we can meet them.

The second type of use is occasional business use, where, possibly, you have some trained
operators, but the use of the system is not intensive. Speech filing is where you send messages
over the telephone to your friends or colleagues, which are then stored. Your friends can ring up
to retrieve their messages, and the messages can be routed, and so on. In the United States,
speech filing requires a touchtone telephone to input all the commands, and you have to
remember people’s dialling numbers and so on.

The third type of use is intensive business use for direct data entry from questionnaires, small
business billings, and so on. In this case, you could expect to have a person who would do
nothing else but use a voice recognition system, and you could afford to train him highly, and
you could afford to train the machine very much to his voice. When continuous speech
recognition becomes a business reality, | think that maybe data entry will be in this area.

The most likely office applications for voice recognition are for dictation machines. The idea is
essentially to replace the typist and construct your office correspondence by direct dictation,
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with a display screen in front of you. The system would also prO\._fide an editing syst_er_n and a
formatting system and a hard copy facility. Thus, when you have dlcta_lted your letter, it is typed
out and you are ready to send it. Perhaps most of you have secret_arles anc_i do not appreciate
the problems of those of us who do not have personal secretaries. For lnfstar?ce, | share a
secretary with about 30 people and when | dictate a letter | do not know w_hen it will be sent out,
and | worry about it. It is typed and it comes back to me for proof reading three or four days
later. If the secretary has made any errors, | have already forgotten what l meant to say so |
cannot correct it very well. So one of the major advantages of voice recognition systems is the
instantaneous creation of documents for a low-level manager.

On my next slide | have shown two
choices. It is not clear that the first Offica appfications
choice is acceptable, although, per-
sonally, | think | would be willing to
pay the price of dictating the words

in isolation because the availability cisted ek ok e

of the hard copy would be very use- Advanced man-machine interface

ful to me. But there is the question Memo and letter dictation machine

of whether managers in general 1008 Ho i ey

WOU'd be prepared to dO the edltlng 10,000 word potential vocabulary available through

isolated word recognition and spelling

and correcting. It is a well-known
myth — | was going to say thatitisa
well-known fact, but | do not be-
lieve that fact even though all the re-
search seems to substantiate it —
that managers hate the keyboard
and will never touch it, because it is socially demeaning or whatever. Personally, | cannot believe
that if something was made really useful, available and €asy, managers would not use it. But all
research says that they would not, so perhaps keyboards are only for low-level managers!

So generally what | am talking
about is a situation of the type
shown on my next slide. Of course,

you would not want to hang any- 'Vﬁw;rﬁefmfaru 7
thing like that type of equipment on Fasll

a manager. Perhaps he would want
an array of microphones so that he 1 NOW 1S THE TivE
would not need to sit at the terminal W), 4 €8 FOR ALL GOOD MEN
but would be able to pace about. i
Perhaps he would like to eliminate
the keyboard altogether, so that the
editing commands could also be
made via speech. But that would be
the general idea. The lady said
“women"’ and the system has made
a mistake, so there is still a need to
correct it.

Why do we not have continuous speech recognition systems now? It is because there are great
difficulties in doing continuous speech recognition. First, the acoustic signal is continuous, and
it has no boundaries between words. It does not have boundaries between sounds either.
Clearly, if you are to have a continuous speech recognition system
be words — they must be sounds, and the sounds run together.
sound the same way in every context. A “T"" at the beginning o
word TIP, is usually aspirated, but a “T"" at the end of a word, like
though we are trained to hear sounds as being the same, acous
which provides us with difficulties.

f a word, for instance in the
PIT, is not aspirated. So even
tically they are not the same,
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Human beings can easily distinguish speech sounds from non-speech sounds, and can have a
lot of conversation going on around them but focus on one speaker only. It is very difficult for a
machine to filter out speakers other than the one in which it is interested. Also there are a large
variety of dialects, mannerisms and voice qualities, which again humans do not seem to have
difficulty with. | think that you are perfectly able to understand what | am saying, and yet | have
a Czech accent, and few of you have heard a Czech accent before.

Human understanding of speech depends on context and what the speaker has said previously,
so that is another area where one has to have some kind of a tracking of what was said and
what the meaning is. Finally, even if you write with perfect grammar, you cannot rely on spoken
grammar, because most speech is irregular and ungrammatical. Also, people rephrase what
they have started to say, they sometimes “um’’ and change in the middle of a sentence and try
to scratch the whole conversation. So this is the problem we are up against.

In order not to be overwhelmed by all these difficulties at once, in research one minimises the
problems and imposes limitations. First, you try to train the machine for a single speaker. By this
| do not mean that it will forever work only with me, but you require from the person who is to
be understood a large sample of his speech before you let him try the machine. You need to do
the recording with very good microphones, in a relatively noise-free environment, and that
means decidedly not over the telephone.

Initially, you may make the speech more regular by doing reading recognition rather than spon-
taneous speech recognition. In other words, you give somebody some text to read, and you
attempt to transcribe what he reads. The idea is that he will read it at a regular pace, and that
the text that he is reading is grammatical. To start with, you do not insist that the recognition is
carried out in real time — that is you allow the processing time to be much larger than the
speech time. During research, one second of speech might take 50 seconds to recognise.
Finally, you do not build any machines, but you use general purpose computers to do your
recognition.

| should like to continue by telling
you a little more about how we carry
atit L speech recognition wesearch 0 L L L e e s e e -
and then show you some examples

! 1
|
|
! ] s
of how far we have got and to show . it “ Spesker Lol A Lingustic !
you what machines can do these } !

days. This slide shows the point of CIE P i e
view that we take in the design of a R

speech recogniser. All the experi-
ments that have been done so far in

Speaker reads text presented by generator

Acoustic processor converts speech into a sequence of

continuous speech recognition symbols suitable for the linguistic decoder

have been with a speaker reading a Linguistic decodar attempts to deduce the text read by
. - the speaker, it chooses that word sequence which

text, alth Ough you can COnSIder th|5 accounts best for the acoustic processor output

diagram metaphorically and think of ol

the speaker as generating text in his
brain and then reading it off his
brain. So this is not a bad diagram,
even for spontaneous speech, but it is more easily interpretable when the text is being read by
the speaker.

The speech recogniser usually consists of two parts — an acoustic processor and a linguistic
decoder. The acoustic processor converts the speech into a series of distinct symbols which are
suitable for processing by a linguistic decoder. Originally what people had in mind was to have
an acoustic processor which would emulate one who goes among savages and transcribes their
speech without knowing their grammar and without knowing the meaning of their language. As
you know, missionaries are highly trained to do that, and this is how grammars for some
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languages have been developed. So it is possible to do this e-icqustic processing and segmenta-
tion into sounds without knowing anything about the linguistic content of the speech.

Anyway, it turned out that this approach was a dream. It was asking for too much f;md itis now
known that an acoustic processor should not try to recognise phonemes and their segments.
An acoustic processor should simply be a data compressor that takes the wave form spoken by
the speaker and compresses it into a sequence of distinct symbols.

Finally, you have the linguistic decoder which tries to deduce the text from the string of symbpls
produced by the acoustic processor. The linguistic decoder decides what was spoken by using
models of the speaker pronunciation, of the performance of the acoustic processor, of the text
itself, and of the propensity of the speaker to formulate various sentences.

My next slide shows a typical output
from an acoustic processor. This is
called a spectrogram. It gives you a
short-term picture of the energy

e f;f diffekfem ffﬁqueH"CV I e S S e S e e aaa = aaasas
ands as the speaker speaks. Here —q 3 i T T ——
you have a spectrogram which is R —— > - '
discrete in time — that is where the 12 4 i
content in energy bands is different R e Tk, e " fan Peife
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for each 10 milliseconds of speech. Tims (ssc)
Wherever there is a dark area there
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there is a light area there is very little
energy. Spectrograms used to be
referred to as visible speech. It is
from this spectrogram that the
acoustic processor tries to put out
the sequence of symbols. Previously, when the acoustic processor tried to put out a series of
phonemes, the ideal thing would be to transcribe the spectrogram in the phonetic sequence in
which these things occur. There are no sub-boundaries between phones but | have indicated
where the sounds begin and end. No doubt you cannot read it but it says “John saw an
example of speech from several thousand runs’’. That is irrelevant, but the whole point here is
that you can see that the sounds are continuous, and that boundaries do not exist — so it is very
hard to see how you will distinguish between the different sounds.

Let us assume that we have a per- Let us assume that we have a perfect acoustic processor — we still need a
fect acoustic processor, which finguistic decader — for axample:

means that a machine would put

out the sequence of sounds per-

fectly as they are. | then claim that,

even if you had that, you would still

need a linguistic decoder, and my Wimelkoalaveréildrin
next slide illustrates why this is so.

This is a phrase written in the way in We make all our children.
which Websters’ Dictionary gives

the pronunciation for every word. If e ey sailone chlliren;

you try to read it where the words
run together you will have a very
hard time. But even after you have
decoded it, there are many ex-
amples where the meaning is ambi-
guous. The slide shows two alternative meanings. You can see that both sentences have
exactly the same sound pattern. Obviously | need something to distinguish which alternative
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was said. But in most cases, sounds do not have a perfect homonymy, which means they do
not sound the same even though they have the same sound pattern. But as soon as you have an
error in the transcription you can easily be sent from one interpretation to another. You need the
linguistic decoder because you need to have some kind of measure of whether it is more likely
that a person would have said one thing or another in one context or another context.

The task of the linguistic decoder is

described in technical terms on this Decotng texk
next slide. It says that the decoder
sees the acoustic processor output ; 1 Y
3 = Given acoustic processor output A find word string W
(string A) as a string of symbols, which maximizes Pr (W/A) over all possible text strings W.
and tries to find the word string W Bayes rule:
which maximises the probability of Pr{W/A} = Pr (W} - Pr {A/W) / Pr (A}
word string W being correct given Tt e
the evidence of string A. Because of i ek el

a well-known formula in mathema-
tics (Bayes rule) this probability can
be written as the product (or ratio)
of three factors. You are trying to
find the word string W which makes
this term a maximum. W is not even
involved in this term so you can for-
get about it as you vary the W. The term involves two probabilities. One is the probability that
that word string will be uttered in the first place a priori, without any evidence of anything that
has gone before. In other words, how likely is anybody to say that sentence. The other is the
probability that the output of the acoustic processor will be A, given that the speaker read the
word sequence W.

So, in order to do speech recognition, the linguistic decoder has to use a model of the language
itself, of the text, or of the area of discourse that you are trying to attack. For instance, if you
are trying to recognise business correspondence, you have to have a model of what a person
who dictates a letter or memo is likely to say, and of how he is going to express himself. That
model, in a statistical way, would then provide you with the probability for every possible word
string. The probability of the speaker/acoustic processor combination is best decomposed into
two parts — the phonetics of the speaker and how he is likely to pronounce certain words such
as tomato, or either, and whether he is likely to slur certain words; and then a model of how the
acoustic processor is likely to react to a particular way of pronouncing words.

My next slide shows the basic de-
sign of the linguistic decoder. There
is a word sequence hypothesis
search and it works with three

Linguistic decoder
models: a model of how frequently
a word sequence is pronounced; a i
model of how the acoustic proces- reqenciesof
sor performs; and a phonetic (language model
model, which is a pronouncing lexi-
con fitted to the particular speaker. Aooumicpoomso g e | OV
If you changed speakers, then you e o
would have to provide a different

phonetic model for the new
speaker; and if you changed topics
or applications, you would have to
change both the language model
and the acoustic processor model.
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Here is an example of what a speaker model might do. The slide represent's in a graghicai form
the ways of pronouncing the word “two”’. This simply says that “two’’ is a T which can be
aspirated or not, and then the ‘00"’
can either be short or long. What
you need in your machine is a pro-

a Speaker model
nunciation graph for every possible
word that is in your vocabulary. Fur-
thermore, yoU W0u|d Iike to have Assigns probabilities to various passible word pronunciations
aSSOCiated Wlth a" the paths the ;T::::dmsm:es:g:g:QMsapmnumiaﬁon graph

probabilities that those paths would
be used. Every path through this
graph is a possible pronunciation of
the word. This is a very simplified
example and most words have hun-
dreds of different pronunciations,
particularly if you want to have a
pronouncing dictionary, say, for
middle-American pronunciation, or
for Scottish pronunciation, or for
some region of England.

Finally, you would say that the speaker pronounced words by pronouncing a sequence of
phones — phones are the basic units of pronunciation — and then you would like a model of
how the machine is likely to react to these strings of phones.

So you need a model of how a machine reacts to a particular phone, and then to all phones.
There is a problem of segmentation because the sounds run together. Then there is the problem
of whether, when the phone is pronounced, you will recognise it as one phone or two phones,
or perhaps no phones at all. So you have three possibilities — correct pronunciation, or deletion
of the phone, or incorrect pronunciation where one phone is split into two. Then you need a list
of probabilities. Suppose you say a “T"". What is the probability that the machine puts outa “T"
oran “L" ora “K"” or what-have-you? Ideally, you need a complete statistical description for
every possible reaction of the acoustic processor to the pronunciation of every given sound.

You also need a language model. In principle the language model is very simple. You would like
a description that gives the probability of the next word being any particular word, given that a
certain string of words has already been pronounced. How you arrive at this language model is a
deep question. If you had a grammar of a very ambitious type, then you would say that the

to a machine.

There are two kinds of tasks which typically are carried out by continuous speech recognition.
One set of tasks is “artificial”’ and the other is “natural’”. Consider an insurance broker trying to
fill out his questionnaires through speech recognition. He could have a menu in front of him
and at any given point there would be only certain phrases that he could say. He would bé
restricted to those phrases and he would not be able to say other phrases. For some applica-
tions you could write an artificial grammar for the speaker — artificial in the sense that it would
define the entire range of possibilities for the speaker. These tasks would be called “‘artificial’’
tasks. Later | will show some examples of an artificial task and | will argue that those tasks are
much easier to process by voice recognition systems.

Then there are natural tasks where you do not want to restrict the way the speaker expresses
himself, except perhaps that he indicates the topic or the application. Certainly an office
dictation machine would be a natural task. Natural tasks are much more difficult to implement.



It came as a surprise to many researchers that when we developed these language models of the

pronunciation and of the speaker, they all required probabilities. The question is: how do you
get these probabilities?

People assumed that you can derive the probabilities by counts, and by observation. But the
question is: how are you going to carry out these counts? Surely you are not going to hire a
million phoneticians to listen to the speech of radio announcers and count how people
pronounce various words? You just cannot do that. You have to have a methodology which will
be self-organising and which will extract these statistics automatically from data. We are
striving to develop this sort of self-organisation, and | believe it is the only method that has any
chance of success in the long run.

The next slide is an example of a
very simple experiment of artificial
grammar. This is known as finite
state grammar, and it is called the
New Raleigh Language because it
comes from a project in Raleigh,
North Carolina. All of the sentences
that can be produced are described
fully on the slide. The sentences are
generated by computer. You place
the computer in the initial state and
it can select what state it goes to
next. As it goes to the next state
there are certain states that can fol-
low, and this selection proceeds
until the computer reaches the last
state. Whenever the computer makes the transition from one list of words to another, it is free
to choose any word from that list.

Most of the possible sentences that can be constructed are totally nonsensical. One possible
sentence might be “Each large division criticised the captain over the vehicle”. Whilst it is
theoretically possible to say such a sentence, it is not a very probable sentence in any language
in real use. But this is just an experimental example. You can see that | could put into this
example quite a lot of restrictive situations which would mirror menu-type applications, such as
answering questionnaires, or enquiring into a database about aeroplane schedules, or
requesting stock market quotations, and so on.

The important feature that you see here is that the vocabulary is fairly small. This is a 250-word
vocabulary, which has attractions for us. But the thing that makes this particularly easy
compared to natural tasks is that the 250 words cannot be uttered in any spot, and that at any
possible point there is only a very small number of words that can be uttered. That is what
makes artificial tasks — even though they might be large-vocabulary tasks nominally — so
much easier. The biggest choice shown on the slide is about 24 different words.

Lest you think that this is a very easy case, the number of different sentences that you can pro-
nounce in this example is 14 million. So the speech recogniser is faced with a choice between 14
million possibilities. That is quite a respectable choice and, if it is going to be 100% accurate, it
has to make the decision correctly every time.

We have achieved 100% success with the New Raleigh Language, and the first slide on the next
page tells you how arduous the progress in continuous speech recognition is. You can see that
it took us four years to achieve 100% success. That is an example of an artificial language, but
now we are interested in natural languages. In other words, we are striving to develop a dicta-
tion system. The main point about natural languages is that whatever the vocabulary is, you can
say a word from that vocabulary at every point.
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That might sound strange to you, but in English and in any other lan_guag_e that | knc_)w of_, most
of the words are nouns or verbs. The number of prepositions, conjunctions or articles is very
small (the total number may be
something like 300). Yet the lan-
guage has millions and millions of
words. Also, when you speak a sen-

New Raleigh language

tence and you are about to say a S,
noun, you can say any noun from o N e
your entire vocabulary of English, sentences  words
and you can then continue the sen- 1774 73.0 96.4
tence in such a way so that the sen- 8/77 85.0 aga
tence makes sense. So in any natu- 878 1000 100.0
ral task most of the words that are in sy b e
the vocabulary can occur at every single:speaker

sound room recording

point. If you have a 10,000-word vo-
cabulary, you are faced with a deci-
sion at every point between 10,000
words. That is a computationally
enormous task.

We have tried a natural language experiment called Laser Patent Text. The United States Patent
Office had patent disclosure information available in a machine readable form, and we did not
have to hire typists to transcribe a large volume of text. The Patent Office has a very large text of
about 2 million words. We were hoping that this text would be confined in terms of syntax and
semantics to one subject only. We were also banking on the lack of originality of lawyers in
expressing themselves. We were richly repaid in this expectation! In fact, too richly, because
many patents for which people no doubt paid a lot of money to the lawyers differ only in one or
two words from other patents. So we had a big problem with patent duplication, and somehow
we had to remove the patents which were essentially duplications of each other. In any case,
there is a stylistic uniformity across this text. This is different, for example, from a text of music
reviews in newspapers. A music reviewer does not have a solid subject to write about, so he
writes in a very flourishing language, and he is proud of the way that he expresses himself
compared to his colleagues. Unfortunately, we were disappointed with the size of the vocabu-
lary which, at 12,000 words, was much too large a step from a 250-word vocabulary. So what
we did instead was to examine a subset of the sentences in the patent text, and that subset
consisted only of words from a 1,000-word vocabulary. That means that we found the thousand
most frequently occurring words in the whole text, and then found those sentences which are
made up entirely of those 1,000 words. This is still a very large text, with about 72,000 words.

This slide shows some examples of
that experimental text. No doubt
the sentences seem very complex i
and long, but grammatically they
are not as complex as they could be.

For instance, there are no ques- il dacberiod of time. the dye in the switching cell
. will dec: ot ive in itchi
tions, and there are no exclama- o, ey
tions. SO WhOle pa rts Of Engﬁsh Rc:: e_l'glh‘tee: may be any of the known crystalline lasing
= material such as : it i )
sentence structures were not in- material could be any of the s are o
cluded in the experiment. The text is the injection-type lasing media.
somewhat simplified to restrict it to i operation, the rod sightean is pumped from the
i light source eighteen to effect the usual inverted
a 1 ,OOO—WOFd Vocabula ry. FOI’ n- Ppopulation state of the laser ions between given

. energy levels,
stance, there is the prevalence of i

the word “‘eighteen’’. That is be-
cause the possible numerics that
can occur in the text are infinite, and
to construct a 1,000-word vocabu-

lary, we had to keep the numerics that could occur finite, so we decided every number was
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“eighteen”. Also, every formula, no matter how complex, was translated to “’sigma equals rho”’.
We took other liberties of that type, but the sample still represented quite a respectable task.

Once we had this task, we were faced with deciding on the kind of language model to put together. In
the artificial task the language model was given a priori because there was a limited set of sentences
that could be pronounced, but how do you take a natural text such as this and construct a language
model for it? Given a string of words, how do you estimate the probability of the next word?

We took a very simple-minded ap-

proach and said that we would pre- Laser language mods!
dict the next word on the basis of
“trigrams’’. In other words, we wiill
try to find out what the next word is
given the two previous words. This
is stated more formally by the equa-
tion on this slide, which says that P Al = i )
the probability of the occurrence of =R Wi 2Wica)

a string of words can be expressed
as a product of the Kth word, given
the previous (K-1) words. We have
simplified the problem by saying
that we will not consider the entire
past, but we will consider only the
last two words.

It seems extremely simple-minded to think that trigrams will guide you through sentences, butlcan
show you evidence which | think would convince you that a very good grammarian could not do
much better.

We can now achieve about 92% success on recognition of words, and | will show you examples of
how we doit. The price that we pay is that we use 70 CPU minutes on a 370/ 168 to decode a minute
of speech. That is a gigantic number, and it seems like a very expensive proposition. However,
digital computers are not really suitable for this type of task because a task such as this requires alot
of parallel processing. You can do a lot of work in parallel, you do not have to do the work in
sequence. | am sure that this task can be speeded up enormously. We have carried out sizings
which show that, when we finalise our algorithms, we will be able to produce not-too-expensive
hardware working in real time.

Here is a slide to give you a feeling
of what it means to achieve 92%
recognition success. In a moment |
will play a recording for you of how

Sentence key 0000054

True Decoded True Decoded
the person pronounced the sen-
. advantageously advantageously the the
tence shown on the slide. | am sure the the optcl el
= . i a i wavelen wavelen
that you will agree that he did not e Vavalerigth fisitsbonl aeeretad
make any concessions to the ma- 5 o e :"
chine as he spoke. In fact, | think i o= o iy
you will find that he speaks much ot e Soure source
magnitude magnitude
too fast for your taste. The reason of of 19/20 words correctly decoded

that he speaks so fast is that he had
to record about two hours of
speech, and he was enormously
bored and wanted to get it over
with. He will read the sentence as it
is printed out on the lefthand side of the slide, and on the righthand side is what the machine
came up with. You can see that the machine made one error — it changed "“the” into “a”. As
you listen to the recording you will hear that there is very slight evidence for the ““the”. | am not
saying that you will not recognise that he did say “‘the”, but you will see that recognition is quite
difficult. (Taped example).
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In the second example there are several errors. ““Silver” is decoded as “silvered”’, a_nc} the next
error is an example of an error that an isolated word recogniser could not make, but it is an error
which is only too prevalent in con-
tinuous speech recognition. One

7 . s - Sentence key 0000064
word (dielectric) was said and it was
decoded as two words (by electric).
(Taped examp]e)' True Decoded True Decoded
th other
The second slide on this page g:ﬁcmar g:iﬁcular :ui‘:a;le suitable
- reflective reflective material material
shows a homonymlc EXample coatings coatings ;c:gmp]e :cvxr’ampIE
- r on
where “hear” is decoded for “here’ the the * delectric by
x fis_rr i i el ic
and “as” is decoded as “is”’. The o B s e el
third error on this slide is due to the s i 1518 s corretly Becd.
language model, because unfortu- o or

nately it changed “if" into “be”,
and then the phrase “may be de-
sired to be”" is much more probable
than “may be desired be”. So the
decoder is forced into that error by
the language model once the first
error is made. (Taped example).

Sentence key 0000077

The third slide is the final example,
and itillustrates the kind of catastro-

phe we come up against. But again, Trae Hecotlod s Pecaded
ex post facto in research, every- Stoogh dthoud ol ey
thing can be explained. The “I” in eighteen eighteen desired desired
““available’” comes from “will"’, and * e e L e
“the” and “‘v"’ are similar sounds. e e e e
This is the type of problem you run fpmettod gosecien poreiicl parslid
into with continuous speech recog- i b 16/18 words correctly decoded.

nition. (Taped example).

| think that you would agree that if |
could achieve this kind of recogni-
tion in real time and | could do it for
office dictation, 92% reliability
would be entirely satisfactory. Pre-

sumably you would see the text Sentence key 0000093

appearing on a screen in front of

you as you were dictating, and i Detousd fials Decoded
therefore you could either say anin- L e fiscause s .
correctly decoded phrase again, or ™ e discharge discharge
let it pass and correct it later. So, in e sssociated " available of
one sense, we are right at the wh ek o
threshold of being able to create an e Simevjeriet o b
office dictation system as far as re- s oo o ki pumping
liability is concerned, but we have - o e o
two problems that we have not e ot rod rod
tackled yet. One is the problem of S Seniee 25/28 words correctly decoded.

decoding in real time, and the
second is the problem of spontane-
ous speech. At present, continuous
speech recognition works when the
person reads the text, but in real life it will have to deal with the vagaries of a
with the fact that he does not speak regularly, and so on.

person dictating —
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On the other hand, spontaneous speech gives us an opportunity for improvement because a
recognition system where the person is reading does not allow, through feedback, any teaching
of the speaker. The speaker reads the text, and five months later the computer produces the
output. So he has no way to adjust the way he speaks to the way the machine recognises his
voice. We are hoping very much that speakers are malleable, and that when they realise that the
machine is not very good at recognising swallowed articles, they will say the articles distinctly,
because the penalty for not saying them distinctly will be rather high.

My last slide shows the major re-
maining problems that must be
overcome before we can think of
voice recognition products. We
would like to be able to adapt to
multiple speakers. This may not be i e

necessary commercially but cer- el e g s o Rl
tainly it would be desirable if we

could recognise many speakers at

Major remaining problems

Adaptation to multiple speakers

Reduced bandwidth and increased noise input

Large vocabularies and incremental addition of new words

Human factors of dictation:

once rather than designing the Acceptability of isolated word input
. Error rate tolerance
machine for one speaker only. We Vocabulary requirements
b uxiliar: 3 it
would like to be able to reduce the YO oftware formatting

bandwidth requirements so that
lower quality microphones can be
used.

Design of interface facilitating interactive error correction

In a real application, it is very hard to restrict a person to a certain vocabulary, because clearly it
is not practical to have the person learn a vocabulary and know which words are and are not in
the vocabulary. We do not know the extent to which a person can memorise the allowed
vocabulary, but it will be very interesting to see whether his corrrespondence will be
impoverished because he will subconsciously not use the words which he would like to use, but
will instead use the words that are available to him. Undoubtedly, we will need to make
provision to put in words that are not in the original vocabulary, and we have not solved how to
do that yet. On the other hand, everybody has his own vocabulary, and one way of proceeding
might be to provide a basic 5,000-word vocabulary for everybody and let the other 5,000 words
be built up through usage. In other words, provide some kind of machinery that collects statis-
tics on how likely a person is to use particular words, and always keep in the vocabulary those
words that he is currently most likely to use. Thus the vocabulary would be dynamic. One
month the person might be corresponding about a widget problem and another month he might
be more interested in his tennis game, so that vocabulary might become more prevalent.
Perhaps there is scope for the machine to be provided with an adaptive learning capability.

Finally, the human factors of dictation have not been studied — in particular, how acceptable
isolated word input might be. It is not just a question of isolated word recognition versus natural
language. There are all sorts of gradations that you can have between different modes of input.
Perhaps you could allow continuously spoken phrases with articles or adjectives or nouns, but
with pauses between noun phrases. | do not know what you could allow, but certainly thereis a
large area of research there. How tolerant are people to errors? Is there a threshold? It is
interesting that in isolated word recognition there is a very sharp threshold at 97% accuracy. |
do not know why, but everybody reports that if the machine is more than 97% accurate, the
users are satisfied. But as soon as the accuracy drops below 97% they walk away from it and do
not want to have anything to do with the machine. Researchers do not understand why this is
so and how it comes about, but in the voice recognition industry 97% accuracy is a cut-off
point. There is no justification for it, but everybody recognises it and tries to get over that hump.

Other problems concern the vocabulary requirements and the kind of auxiliary aids that are
needed. Is key entry acceptable? What kind of software formatting must you provide?
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If you want the machine to behave like a secretary, it must have quite a lot of intelligence pre-
programmed into it, such as an understanding of paragraphing and layout and so on. Finally,
what kind of interface facilities should you have for interactive error correction?

Let me end by saying that | think that dictation machines as commercial products are still some
way off in the future. | should not be surprised if we did not see any earlier than 1990.
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SESSION C

SATELLITES FOR
BROADCASTING AND BUSINESS
COMMUNICATION

Larry Blonstein,
British Aerospace

Larry Blonstein was in charge of the design and construction of Europe’s first satellite, UK3,
which was launched from the USA in 1966. Subsequently, he worked on satellite earth stations
in Europe, and on associated radar in the USA. He spent five years in Paris, working with an
international organisation on space systems, with particular emphasis on Third World needs. He
re-joined British Aerospace in 1979 as sales manager of the space and communications division.

This afternoon | shall try to bring you up to date on the European scene and the imminence of
satellite communications, and to overcome some misconceptions, of which there are many
when it comes to satellite communications. | will take you through what is happening now,
what will happen very shortly, and what will happen inside this decade.

The first slide shows a picture of
L-SAT. | am sorry about the name
which is a temporary abbreviation
for ‘large satellite’. We are not al-
lowed to give a name to a satellite
until it is about to go into orbit. |
want to call it OLYMPUS which
means Operational Large Heavy
Multi Purpose Satellite, but Rolls-
Royce are not very happy about
that and we are having a gentle
fight with them over their rotten
Olympus engine. So regrettably,
for the moment we have to call it
L-SAT. It is large. When those
wings carrying solar cells are erec-
ted they will be three times the width of this conference room, and from tip to tip it will be nearly
170 feet. Its height from the base of the body to the top of the tower carrying the antennae will
be 22 feet. When it is launched, hopefully at the end of 1984, it will be the biggest commercial
communications satellite in the world. And it is being built here, in Britain! How about that?

However, it costs $60 million. To overcome some more misconceptions, my next slide has on it
some very simple sums to show you why people want to spend $60 million on a satellite. That is
a talking price, at 1980 prices, so it is subject to escalation.

You do not buy one satellite, because it might fail; you have to buy two in orbit. That means
two in orbit and they both have to be launched. In addition, you have to build a third and keep it
on the ground. For example, our OTS satellite was dropped in the sea by an American rocket
failure. It was insured for $23 million; it was a tiny satellite. But you have to keep a third one on
the ground in the event that one gets dropped in the sea. So as a manufacturer you have to
build three satellites to put a two-satellite fully redundant system into orbit. So there is $180
million gone.
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A launcher for something the size of L-SAT has to be a com_plete Ariane rocket, which is being
built in Europe, or a large lump of shuttle which | will mention briefly later. The typical cost at
today’s prices for that size and
weight of satellite is $40 million for
each launch. Now the insurers, mad
as they are, at the moment are offer-
ing.a 10% premium on launches.
They are getting a little worried
because Ariane has worked once
and failed once. They should be
operating on a 50% premium but
they are not, thank goodness. In the
United States they are offering 10%
insurance on the total thing launch-
ed into the sky. So for each $100
million launch you have to find 10%
in advance of launch, which is
another $10 million. So your system
capital cost before you borrow any
money means that you have to find
$280 million. You, as a Post Office
or as an independent operator, have
got to find $280 million.

What will it cost over 10 years? In
my next slide, | have taken the capi-
tal which you have to pay back, and
looking at interest typically, de-
pending on how you borrow your
money or how you pay your divi-
dends, | have nearly doubled it, to
another $250 million. We know
that to operate and keep a satellite
in orbit costs roughly $7 million a
year. This is for the ground stations
that control the satellite in orbit, the
network control centre, the satellite
control centre, the computers, and
the things that keep it on the sta-
tion.

A typical price is $7 million a year.
The life of a satellite is designed for
10 years, so you will have to find
another $70 million, which should
come out of revenue but | have
taken it as initial capital. So over 10
years you have to pay a total of
$600 million, an average of $60 mil-
lion a year.

x Ty 3
Of 234 5 5 ;

YEARS
PROBABLE

What do you get for your $60 mil- e
lion? First, you have to estimate
how your satellite will be used and my next slide illustrat

_ . Xt sl es this. We have great fights with the
Post Office on this because they are beginning to use

satellites. They assume the righthand
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curve, which is the most pessimistic possible assumption. In other words, when you start the
system nobody knows the system exists, and you start with a satellite that is empty. You have
done no selling in advance. You start with an empty satellite and, hopefully, you fill it up after 10
years. What we say is that, with adequate selling beforehand, at the time you launch you have
customers waiting for it, as SBS have in the United States. They launched in November and
they have about 11 customers. Then you follow the normal growth curve of communications
and you fill your satellite before the end of the life. So you could assume that 65% of your
satellite will be used in its lifetime. But we will take the most pessimistic assumption — the Post

Office assumption — and take only 50% usage, so you are using only one half of the capacity of
your satellite over the total period.

So you have to find $60 million a year. The L-SAT that | am talking about in the particular con-
figuration which | will show you later, for business use over Europe, can offer 80,000 half
circuits, that is 40,000 simultaneous telephone conversations. Take the pessimistic 50% filling
assumption and you will be able to sell typically only 40,000 half circuits. The cost per half circuit
then is $60 million a year divided by 40,000, which is $1,500 per year.

For a two-way circuit, assuming that you lease a two-way circuit between where you live and
where another office is located, the cost is $3,000 a year. At current rates of exchange that is
£1,250 per annum. If you are the Post Office who have bought that satellite, you could sell it at
£2,500 per annum. But the current Post Office price for a leased circuit between London and
Oslo is £22,000 per annum. That is why Post Offices buy satellites. That is why your local tele-
phone bills will go up by a factor of 10 in the next five or six years, because the Post Office
accepts that their long-haul prices are totally unrealistic.

In their press conference last week about our new ECS satellites, the Post Office has accepted
that satellite link prices must not be tied to terrestrial link prices but must be economic. Up to
now it is the long-haul circuits that have been subsidising your local telephone calls to a very
great extent. The Post Office, pushed by us, are accepting that long-haul telephones — which
are not all that long-haul, they could be London/Edinburgh, or London/Oslo, or London/Paris
— should be priced in accordance with a reasonable return on capital of the satellite system.
But that means that a subsidy will no longer apply to your local telephones. | regret that part of
my selling activity will result in your telephone bills going up — but that's life.

So $60 million for a large satellite and $30 million for a small one. That is a lot of money — why
does it cost $60 million?

What | should like to do is to take you for a quick walk through our factory to show you why it
costs $60 million for a large satellite. We launched the OTS satellite in 1978, and it has been up
in orbit for nearly three years. It is standing over the Equator, at 10° east. It has been used by
the Post Offices and television authorities of Europe since 1978, for trials in communication and
television broadcasting. We were lucky when we launched that satellite because the rocket put
us within a few degrees of its final position. So we did not have to use much fuel to get it into its
position in orbit, and we therefore have two to three years’ life left. OTS is becoming available
for trials to people who want to use it in April this year.

My next slide is a picture of one of the views inside the satellite body. A satellite is not just an
empty dustbin with some solar cells on it. It is in fact a telephone exchange. That is one picture
of the inside of a satellite showing some of the structure and wiring.

The next picture shows the central tube of the satellite which contains the final apogee motor.
That is the motor that finally fires you in apogee into high orbit, and the live motor lives in that
tube. Round it are those balls made of titanium which contain the gas — hydrogen — that
keeps you in orbit. Satellites are subjected to perturbations due to solar pressure, dust and
gravitational effects, and float arcund. We have to try to keep them within plus or minus 0.10fa
degree to the observer on the earth. So about once a week you let it float about 60 or 70
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kilometres, then you fire it back again and stop it. This uses gas _wh:ch is stlored in those
containers. How much gas you put in determines the life of the satellite. We designed OTS for
about five years and there is plenty
left. But for L-SAT and large satel-
lites of the future, we (and the
Americans too) are designing for 10
years, which means more gas, more
weight, more mass into orbit, and
more effort to get it up there.

Here is a typical picture of a worried
workman in our workshop. You get
very worried looking guys in this par-
ticular shop; you see them walking
round with a bundle of wires, with
seven ends coming out of one end
and six out of the other. They walk
up to the satellite with this bundle
and it does not fit. In that particular
loom alone there are about 2,500
ends; that is one side of one base of
the satellite. There are four major
looms of that nature, so it is about
8,000 to 10,000 connections. All the
equipment has to be space-proven
and suitable for use in high vacuum.

We have to build satellites in clean
conditions. What you see on the
slide on the next page are satellites
in construction at Stevenage now.
We have two going through on
what is effectively a production line.
Two satellites is a production line,
out of a total of eight. These are
MARECS, the maritime ECS satel-
lites. On the left is a picture of a
clean room showing the MARECS
satellite being put together. It is a
development of OTS and being
used by the Post Offices. On the
right is another view of the
complexity inside the body.

We have to look after the tempera-
ture of the satellite. Once it is in
space it is subjected to direct sun-
light on one side, and almost abso-
lute zero on the other, looking into
black space. So you have to control
the thermal environment internally
by the use of thermal blankets,
heaters and special surfaces. The
surface which faces the sun has a
particular absorptivity / reflectivity
ratio to sunlight, so that the amount of sun falling on the surface and entering the satellite is
totally controlled, and the same applies on the other side which is looking into space. So the
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surface of the satellite and all the equipment in it has to be designed for a controlled tempera-
ture, which takes quite a lot of software and control.

The next slide shows the solar cells.
This is the structure that hangs on
the side of an ECS or MARECS.
They span a total of about 50 feet
from tip to tip. On the one shown on
the slide there are 12,000 solar cells,
and the price for each cell was about
$20, so on that picture there is
about $% million of solar cells,
which is ‘expensive, but of course
the power is free. On L-SAT, with
80,000 solar cells giving about 7 kilo-
watts, the cost to us of the solar
cells is roughly $2 million, which is
another part of the cost.

There are some beautiful mechan-
isms inside satellites, and one
delightful device keeps the satellite
pointing at the earth accurately.
This is done by infra-red sensors
that look at the earth’s edge. They
can either see the warmth of the
earth or the coldness of black
space. There are four of them, look-
ing at four points on the circle. If the
satellite tilts, one of the sensors will
see black space. It signals a central
microprocessor and says, ‘|l cant
see the earth any more'’. The micro-
processor waits for a given time,
because it might be a temporary
perturbation, but if the sensor keeps
on saying, “’l can’t see the earth,”’ the microprocessor finally says, “OK, | know it's you."” It then,
with pre-set programs, sends signals to four wheels. They weigh about 2 lbs each, and are
mountable magnetic wheels, totally frictionless in a vacuum. There are three of them, in each axis
of the satellite, and one spare at an angle. The microprocessor instructs the wheels to spin. It
knows which ones to call up to spin. It might call one to spin for 4% seconds and another for a
few seconds. What is happening here is that the satellite feels inside its belly some electrical
power being converted into mechanical energy, and it has to conserve the angular momentum.
So when it feels these little wheels spinning it has to correct because of the conservation of
angular momentum. It will shift one-hundredth of a degree, until the sensor sees the earth
coming back, when it signals the microprocessor and everything stops. With the accuracy that
we will need in the future we cannot depend on thermal views of the earth. They are good to
0.014 of a degree, which is the accuracy with which they can sense the earth. We will have to be
more accurate. We will have to point satellites to radio beacons on the ground. That costs
money, too, as you can imagine.

We also test satellites in our Anechoic chamber. It is black and the size of this room. It is sur-
rounded with radar-absorbent material, made by Plessey, which works from the VHF range up to
the gigahertz range. We can mount a satellite in the chamber and make sure that its aerials are
working properly and that there is no electromagnetic interference in the satellite. The chamber
costs £1 million, which is another price that has to be paid off. That is just a quick view of what
goes on at Stevenage at the moment.
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This slide shows a chart which gives you a better view of what is_ happer?ing right now, at the
beginning of 1981. The OTS satellite was launched in 1978. In April 1981, it comes to the end of
its formal trials and will be available
for users who would like to try satel-
lite communications. We already
have several companies, including
oil companies and large multinat-
ional companies, who would like to
try videoconferencing and save
travel costs. We expect it to last for
another couple of years, but we are
not absolutely sure of that.

OTS was a test satellite which gave
us the opportunity to test in orbit
the various equipment that we are
now putting into the seven satellites
that we are building right now.

Let us look at the various satellite
coverages. OTS's coverage dia-
gram is of the shape shown on the
slide. It has a spot beam over Europe
and some Eurobeams that cover
much larger areas. The spot beam is
the one that offers the facilities that
| have mentioned, for trials by
people who want it via the Post
Office.

The next slide is a picture of our
own station which we are operating
via OTS at the moment. This is a
3’ metre dish. Notice, regrettably,
that it is a Nippon antenna; in fact
we are going to change it for an
Andrews because we are going to
transmit from British Aerospace. It
is to our regret that there is no Brit-
ish manufacturer who can help us
there. We have talked to Plessey
and Marconi. Plessey and people
like them do not seem to be aware
or ready for this enormous market.
It does shame us to have to use a
Japanese antenna at British Aero-
space.

We use the dish at the moment to
take trials continuously. The French
put out news every night to Algeria,
so we pick up French news at 6
o’clock. We have picked up some of
the Italian porn which has been re-

transmitted via Turin. We get the amusing sight at night, around 7 o’clock, of a crowd of dedi-
cated engineers standing in front of all this equipment. The dish is the size of station that people




like you.will be usipg, .about 3% metres. It arrived just before lunch a few months ago, and at 6
o'clockin the evening it was on site and we were locked on to the satellite. That is an indication of
what you can do with satellite communications: you can be online in half a day. Assembly of the

station did not start until about half-past one and we were locked on to OTS at about 6 o'clock,
and we have been ever since.

Let uslook at ECS. This is the follow on development of OTS. OTS was the satellite which told us
how to build things and how not to. We have had some failures in OTS and we know what can go
wrong, but it is still working. We have now developed ECS, and we have sold five of them to the
European Post Offices, under the auspices of EUTELSAT which is centred in Paris. EUTELSAT is
the international consortium of 17 European PTTs, which is all the European nations plus Greece,
Turkey and Cyprus. They have recognised the potential profitability of buying satellites of this
nature, at roughly $30 million each because these are small satellites. The intention is for launch
in 1982, and there will be four over the Equator, covering the entire European continent from
Turkey up to Norway, Greenland, Portugal, and North Africa. Already, the EUTELSAT people
are forecasting that, depending on how much traffic they put through these satellites, they
should be saturated by about 1986 to 1987.

It is worth mentioning in passing
that it is our normal practice now to
build what we call a “modular’’ sat-
ellite. The righthand side of this slide
shows how the satellite splits down
into effectively four main sections.
The bit in the middle is called the
bus — the one with the tube going
down the middle. That is standard
for whatever satellite application
you are using. For ECS it is like that;
for MARECS it is like that. If we sell
a satellite to the Arabs, which we
may, it will look like that. It contains
all the controls to keep the satellite
stable and in orbit, and to get it into
orbit. Above it is the meccano looking bit, which drops on to there and carries the payload. On
ECS there is that great mass of antennae which | will show on the coverage diagram, and below it
all the communications equipment associated with that particular mission. That is the bit that
varies from mission to mission, and on each side are the solar cell arrays.

ECS is relatively small, but you are already talking about 12,500 simultaneous telephone circuits
plus two TV channels. 120 megabits per second is the operational rate of the transponders on the
satellite working with fairly large earth stations owned by the Post Offices in Europe. ECS can
carry 12 transponders; nine of them work in sunlight, three on standby, and five in eclipse. | shall
not go into the geometry of the eclipse, but twice a year the satellite passes into the earth’s
shadow and it lasts a maximum of 72 minutes. It peaks up over a two-week period. During that
time you have to run on batteries for those 72 minutes, and you try to position your satellite so
that the eclipse occurs in the early hours of the morning. On the second stage of ECS we are now
making it fully active in eclipse, which means carrying more batteries, which we can do. So ECS,
which is a relatively small satellite, can already handle 12,600 two-way circuits for Europe.

The slide at the top of the next page shows the coverage of ECS. Those antennae that you sawin the
drawing on the right are designed to give spot beams of fairly high power density at the ground, the
major one being called Spot West (the one over central Europe). Italso coversthe North Sea, whichis
of interest to the oil companies operating out of the North Sea and the North Atlantic. The Spot
Atlantic one does cover the Canaries, but it is very much a wasted beam. Spot East is most of Eastern
Europe and the Mediterranean, Cyprus, Greece and Turkey. There is one Euro beam which is a
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much larger beam, and because it is larger it is much weaker; but it is used mginly for Eurovision
Europe to any other country, via the Post Offices.

transmission of television from any country in

What we are aiming to do now, and
what the Post Offices have asked us
to do, is to add to our second ECS,
which is in construction, a business
package. The Post Office an-
nounced this last week because
they recognise, finally, partly due to
our poking their eyes out, that busi-
nesses do want communications via
space. So we shall be carrying busi-
ness packages working in a different
frequency for use with rooftop or
car-park antennae, from 1982.

Before ECS itself is launched, a
development of ECS — MARECS
— is due to be launched at the end
of 1981. Two MARECS are sched-
uled and they are Maritime ECSs.
We have sold three of these to the
International Royal Marine Satellite
Organisation which is centred in
London. Its job in life is to provide
communications to and from ships.
About 70 nations are members of it,
including the Russians and the Jap-
anese. It has ordered a development
of ECS with a particular antenna on
it. You can see from the top diagram
on the slide that the satellite is the
same shape as ECS except for the
module that carries the antenna and
communications equipment.

MARECS has one large antenna to
cover oceans. If it were centred over
the east coast of Africa, as shown in
the slide, that would be the
coverage of a MARECS satellite. In
fact the first MARECS satellite,
MARECS A, which is due out of our
works in a couple of weeks' time for
final tests in France, will be placed
at 26° west, which puts it over the
Atlantic. So the Atlantic traffic will
be covered by MARECS A. MAR-
ECS B, our second one, will be right
round the other side of the world, at
179° east, covering the Pacific. For
the moment the Indian Ocean will

be covered by the Americans. Then we have a third one available as a spare. This gives
communications to ships carrying antennae only 4 feet in diameter, fully stabilised because the
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ship rolls and pitches and the antenna has to go on looking at the satellite. It is a very small
antenna, with very poor performance; and because of this the number of channels that can be
handled is very limited. You remember that ECS could handle 12,500 telephone channels,
working into big, 15-metre Post Office stations. This satellite, which is identical, is working into
tiny antennae on ships. As a result, it can handle only 35 channels. But these 35 channels mean
that one ocean can be shared between perhaps a thousand ships. Several hundred ships can
have on demand access to a channel, so that a ship can order a channel on demand. We are now
offering that service to the oil companies in the North Sea. We expect the typical waiting time for
a channel to be not much more than two or three minutes, and in the early days there will be no
waiting at all. But eventually the big satellites will take over.

Another development of ECS is the French Telecom 1 satellite, providing European and French
business services. With the exception of Telecom 1, British Aerospace is the prime contractor for
all the satellites | am talking about
today. Matra is the prime contractor
for Telecom 1, but it is based on
ECS.

Whatever the French say, Telecom
1 is a British Aerospace satellite.
This slide shows their drawing of it,
and they have drawn it back to front
to make it less like ECS, but it is in
fact an ECS structure with their
own module on it. That is being
built by Matra to our design. The
French have charged ahead here.

The French have decided to offer a
business system, for use into 3
metre antennae, mounted on roof-
tops and car parks, for the whole of
French industry. This slide shows
the coverage pattern, which covers
southern England too. Telecom 1
has a fairly high data rate of 25
megabits per second, works in time
division multiplexes (which is a fairly
complex way of doing it), provides a
video channel, and has an EIRP (an
equivalent isotropic radiated power)
at the ground of 49 DBW (which is
high) and it carries five active trans-
ponders, just like ECS.

In addition, the French have decided
to putin a global beam. You can see
on the first slide on the next page the French intentions on Africa. They have covered the entire
African continent with a fairly low level beam, but nevertheless, there are three transponders
covering Africa. Telecom 1 will be the first active satellite available to the Africans for intra-
African telecommunications traffic. They have also thrown out a beam to north of South
America, to cover what was French Guiana. Quite right too. It means that the French have
communications to their own launch site. But please remember, despite what the French say,
that Telecom 1 is a British satellite.

So, we are now building the MARECS and the ECSs. MARECS is due for launch at the end of this
year, and ECS4 will be launched in 1984. After that comes the “large one”’, which is the next test
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satellite for Europe. OTS was the test satellite which led to the existing series. L-SAT, the “large
one’’, is coming into being now.

The second slide shows us what
L-SAT can provide. The most im-
pressive service that will affect the
public is direct broadcast television.
When our first L-SAT goes into op-
eration, it will have a direct televi-
sion service to Italy, because the Ita-
lians are very large contributors to
the L-SAT programme. They have
ordered one of our antennae to
point at Italy, to provide direct tele-
vision over the ltalian Peninsula.
But we have put in, in addition, a
steerable antenna for direct televi-
sion. | have plotted out on the slide
the shapes that those television pat-
terns will take. The British one is
that funny shape because it is not a
right shaped antenna, but it will
cover the UK, Holland, Belgium,
Luxembourg, Sweden, Denmark,
Spain, France, Germany — in fact
every European country. The steer-
ing ability of the antenna is enough
to cover the whole of Europe.

Because of the power that we are
transmitting in that frequency of 12
gigahertz, you can receive the pic-
ture in an 80 cm. antenna, shown
on the front of that house, with a
very cheap receiver. The receiver
that we have at Stevenage is a little box which can stand on top of your television set. The price
being talked about, again by the Japanese but hopefully by Plessey and others, is about $200 for
the antenna, its mount, and the television receiver adaptor which goes in front of your set.

Almost certainly, television manufacturers will be building-in a front end on their sets to receive
direct television.

_ This will have some massive effects on Europe generally, because automatically there is a spill-
over from one country into another. You cannot design any antenna not to overspill. If you try to
meet a particular multinationally agreed pattern, then there has to be a spin-off. It means that if
you look at that ellipse that is spilling into south east England there, which | think is the Dutch
beam, that is effectively the size of the beam for Holland in which you could receive with an 80
cm. dish. If you live in Edinburgh, the signal is certainly weaker, but if you put up a 1% metre
dish, which is not much bigger, you could pick up Dutch television. Equally, you see the size of
the Italian beam: that could be picked up with a 1 metre antenna. Equally, British television pro-
grammes can be picked up in Spain. You can imagine the social concern that is going on at the
moment about the Spanish picking up Swedish television, and about the British picking up the
nightly material from Rome. There are 600 stations operating in Italy at the moment, pouring out
the amateur material — and it will all be available in Britain. We had the BBC up only a few weeks
ago and they were filming our own television set. We had the French news on and then some
other French programme. They were quite happy, and they stopped filming. Then the ltalians
came on next, transmitting the most gorgeous bit of porn, but the BBC people had run out of




film. They wrung their hands in despair, and we were delighted because Mary Whitehouse did
not see what came over that evening. But people like that will get very concerned.

Then there is the problem of advertising. For instance, Belgium has no advertising, but it will get
it. The Luxembourgians are suddenly given the possiblity of increasing their coverage from their
little town of 100,000 people to 10 million viewers. So there is real money involved, and the adver-
tisers are having orgasms over what is going to come in Europe, and the multinational advertising
agencies are already beginning to design advertising programmes which are multinational and

have minimum language content. So that will have a tremendous effect, but itis only one aspect
of what a large satellite can do.

Here is what the large satellite can
do for the Post Offices of Europe. It
is not dissimilar to what we can do
with ECS, except that here we have
done typically four beams, working
in the frequencies in which we are
already working. This is for inter-
national exchange between large
antennae in the capital cities and
main provincial cities of each of the
member nations. You can see the
coverage, again with a big Euro
beam for television for subseguent
surface broadcast.

Also, within L-SAT we can add an
overlay of the very high new fre-
quencies which we are testing on
L-SAT 1, in the 20 and 30 gigahertz
range. We are limited in bandwidth
down in the 11 and 12 gigahertz
range because of interference with
ground systems. In the 20 to 30
gigahertz range, we are much less
limited and have much wider band-
width. Using part of the 20 to 30
gigahertz range, we can handle 4
gigabits per second, working into
large stations, which is a very large
capacity. So that is what L-SAT can
do and will be planning to do, to
replace the ECS satellites in 1986/
1987.

The first slide on the next page shows an L-SAT beam configuration that the Italians are interested
in. You probably know what the Italian telephone system is like. They have decided that it would
probably be worthwhile to overlay the entire system with what we call "national intercity’. The
slide attempts to show that for national, high density trunk telephony, you can concentrate beams
on to your major cities, and because of the size of satellite and because you are working in very
high frequencies you can produce beams as small as 150 kilometres in diameter.

The other thing that the large satellite can do is provide communications to/from mobiles. We have
already talked about ships, and that will continue. The second slide on the next page is a more accu-
rate picture, and up on the bridge of the ship to the left of the arrow you cansee the size of antenna that
will be mounted on the ship. The aviation industry is not really interested, despite their rotten
communications once they are out of reach of VHF; they do not want to spend money. But it will
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come: we will force them to take it. But the people who really want the service are the mterna]-
tional truck lines. They are fascinated by it, and they have shown us how much they can save if
they can communicate with truck
drivers going from, say, Sweden to
Saudi Arabia. They need to know
where the truck is and when itis due
to arrive. If they can tell the
customer the exact date of arrival of
that truck, he can organise all his
lifting gear and not have it waiting
for a week. They can divert trucks,
as ships already do, to pick up
loads. They can be in constant
communication with the trucks.

Now we can provide that service. It
is bad enough on a ship, but you
can imagine the sort of antenna you
can mount on a truck. It is even
worse. ltis a very poor antenna. But
we think that we can handle beams
that would cover several thousand
trucks.

Once you are in the large satellite
range you can cover many services,
such as those shown on the next
slide for Africa. This is a situation
where we show typically the sort of
beams that might be required for
the African continent. There is a -
mass of communication in the West . oo
African region. There is a mass of  international tru
communication in the East African
region. The two do not talk to each
other. The only link between them is
a microwave link through Zaire, and
that broke down in 1978. There is no
east-west communication. You
cannot get to the telecommuni-
cations link in Zaire because they
run on diesels, and you have to get
fuel to the diesels. The 20,000 kilo-
metres of road in 1972 is now down
to 7,000 kilometres, because they
are overgrown. They just cannot
keep a microwave link going. In this
case we would suggest an overall
beam for east-west communica-
tions in Africa, with high density
beams working into small stations
all over East Africa and all over West
Africa.

Let me come to what really is most fascinating and more interesting to you —
cial Services. Here you are talking about business to business, car park to ca

Specialised Comer-
r park, or rooftop to




rooftop. Already, because of people to whom we have spoken and because of the imminence of

the service, the Daily Telegraph, who are putting up a new building in London, are designing their
roof to carry their own 3 metre

antenna. Several other companies
are designing the same thing for
London. People are preparing
spaces for those sort of antennae in
car parks.

We are now talking about an antenna
of the size that | showed you outside
our building in Stevenage — 3%
metres. The sort of coverage that we
can provide is shown on the right-
hand side of this slide. We are now
talking about communications that
are independent of distance. In any
of those beams there is interconnec-
tivity in the satellite. It acts as a tele-
phone exchange. So if you are in Scotland and you want to talk to Athens, you can: up to the satel-
lite, across the switch, and down to the beam that is going down to Athens. If you are in Edinburgh
and you want to talk to Bristol, you can: up one beam and, in that case, down another. We are talk-
ing about independence of distance here. We are talking about the essence of space communi-
cations, which is the message that we are trying to get across — the flexibility of a system like this.
Once you get that station in, on site — and it can be done quickly, it can be put in on the back of a
truck in a day by the Post Office — you then have the flexibility of all of the bandwidth of that satel-
lite that you wish to use. In other words, if you wish, you can have a video conference in the morn-
ing, using say 8 megabits which you pay for, for a couple of hours. You then do not require that
bandwidth any more and you revert to, say, 24 telephone channels. In the afternoon you may want
some data. The flexibility that comes once you are online is what matters and the speed at which
you can do it.

Equally, if you have a multidrop requirement (for example where you have many buildings that
belong to your organisation), and you want to transmit a lot of data to each site — if each site has a
ground station, you multidrop by broadcasting. You can set up a mesh network, you can set up a
star network, you can set up point-to-point connections, quickly, and you can change them
quickly. If you are in a nasty situation and have to shut down some factories, you do not waste the
money that was laid out in bringing your wideband terrestrial link to your premises — you just drive
the antenna away.

This is where we think it will have a
significant impact — Specialised
Commercial Services. Typically the
L-SAT can offer a pattern like the
one shown on this slide. We show
here how we re-use freguencies,
because we are short of frequencies.
Those circles with “F1” in them
represent a sub-frequency which we
can re-use five times, because any-
body within one of those beams
cannot see anybody else in a similar
beam because he is too far away. So
we can re-use frequencies time and
time again. With the limited band-
width we can handle 1% gigabits in that situation, working into small stations, 3 metres diameter.
That is the sort of service that will become available by the mid-80s by L-SAT, round about 1987-88.
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The next slide gives you an idea of what the satellite looks like at th_e top of the roclfet. We sper]d a
lot of time looking at the installation of a satellite in, say, the Ariane rocket, which is the prime
rocket in which we intend to launch
the satellites. This gives you an idea
of the antenna designer’s problems.
It is not much of a problem. You can
either have antennae mounted rigid-
ly on the front of the satellite, inside
it, or you can play with them and
erect them once you are in space.

This is a more accurate picture of
what | was talking about earlier —
Italy. Because of the size of the satel-
lite and the frequency at which you
are working, we can put antennae
on that give you beams that small.
This beam pattern is not trying to
cover the country, but it is coupling
Turin to Bologna, to Ancona, to
Rome, to Naples. Here we can han-
dle 6 gigabits, which is several hun-
dred thousand telephone circuits
across Europe. This has been re-
quired by Telespatzia which is an
Italian organisation. They want
about 150,000 circuits. We can offer
through the two antennae nearly
200,000 circuits, plus of course the
use of slow scan TV, data, telex,
and high speed TV, by using an
appropriate number of channels.
That can be squeezed into Ariane.

On this slide you can see much
larger antennae — this one is about
4 metres in diameter. But we shall
be making antennae that can be
squashed up inside the satellite and
inside the rocket. After the rocket
loses its nose, the antennae can be
erected in space. The antenna
design is a fascinating problem.

The other thing that we can offer is
multinational television. On the slide
at the top of the next page we have
drawn two beams, one for Switzer-
land and one for Luxembourg. The
smaller the nation the more power
you can pour into that small area,
and in something of L-SAT size we
can carry enough transponders to
give two services to two separate na-
tions, thatis five channels per nation. Thatgives you anindication of the interference that will occur
between two nations, between Switzerland and Luxembourg. You can imagine overlaying those
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on.each other; and you can see what can be picked up in the United Kingdom with larger antennae.
A little mark, called a 6dB/k contour on the map, shows you the limit of where you can accept the

signal toan 80 cm. dish. As you go out across the pattern a larger and larger dish will give you the
same picture, but you will get more
and more interference.

The nextslide shows a way out thing
that we can do, but thisis for the late
'80s and early '90s because we have
not done the antenna design for this
yet. Butwhatyou can offer here with
an L-SAT is a capacity of 15 gigabits.
Now we are talking about half a
million telephone circuits across the
whole of Europe; by using large
antennae onthesatellite, by re-using
frequencies time and time again, and
working into 6 metre earth stations,
thatis the sort of coverage you could
put over the whole of Europe, and in
factwe have particularly covered the
North Sea.

The third slide on this page shows a
slightly more way out antenna. Itis
the largest antenna that we have
thoughtabout, which is 15 metres in
diameter and working at a lower
frequency. Because of the size of
the antenna and the frequencies al-
located, we can work into land mo-
biles.

The slide at the top of the next page
shows a typical layout to cover the
whole of France, with sound broad-
cast and with land mobiles. With
that size of antenna and the size of
L-SAT, about a thousand trucks
could be covered in that area. Thatis
not good enough at the moment,
but itis the way that we are working.

It is probably worth mentioning
what you have to do to get the satel-
lites up. We are talking about the
geosynchronous orbit. The second
slide on the next page shows the
typical process of injection into geo-
synchronous orbit, launching into
what is a circular orbit, above the
Equator, at 22,000 miles altitude, in-
jecting the satellite with the central
apogee motor which lives inside a
central tube, de-spinning it, because
it is spun to keep it stable; when it is
de-spun erecting the arrays of solar
cells; getting the attitude right by




using gas; getting the station right; and then sliding rqund the orbit by going slightly above or
slightly below. If you are at exactly 22,000, you will circle the earth once every 24 hours and
remain stationary to an observer. [f
you are below 22,000 you run too
fast, and if you are above you will
run late. So that wherever you finish
up with your rocket in orbit, you
then go up or down just a few dozen
kilometres. You slide round the
orbit, running late or early, until you
get your station. At the moment you
get your station, you fire into orbit
and then stop. From there on you
use your gas to keep you in orbit.

That is 22,000 miles, and that is
where misconceptions abound.

Ariane is the European rocket
mainly driven by the French. We
make large numbers of parts of it,
but it is essentially a French rocket.
This is a picture of it on its launch
pad at Kourou, in French Guiana.
They have had some lousy luck.
Number one went off perfectly.
Actually it was not perfect. Looking
back at the telemetry records of the
motors, there were some fairly ser-
ious vibrations seen in the gas pres-
sure in one of the motors during
that launch; but in the euphoria of Miude  35300km
the moment the reaction was, “Who sr
cares? It worked like a dream”” How-

ever, Ariane number two blew up
because of the same problem. They
had a combustion instability. They
now have a nightmare of trying to
stop a combustion instability in their
engines, and they delayed the next
launch. This is worrying the insurers
somewhat because the success rate
of Ariane is only 50% at the
moment.

SYRNCHRONOUS ORBIT OPERATIONS

-
ez
.

Nevertheless, we intend to launch
an Ariane if we can because it takes
us to 22,000 miles altitude.

The idea is that you stuff your satel-
lite up into the nose cone. The aim
of Ariane is to take satellites weigh-
ing up to 3 tons, which is an L-SAT
mass, to 22,000 miles and get you
into synchronous orbit. The typical cost for a total launch is $40 million, which i
looking at what it led to.

s not a large sum,




It is said that shuttle will be more economic. It is built by Rockwell in California and it is a gigantic,

complicated beast which will work eventually. It is having terrible problems at the moment with
its thermal transfer. It will be carrying all sorts of payloads.

This slide shows an artist's impression of the shuttle, carrying Space Lab (which is built in

Europe), and behind it all the experiments that are subjected to the outer vacuum of space. We
build the equipment that lives at the

back. The problem with shuttle is
that it goes to only 300 miles alti-
tude. If you take up a satellite of
L-SAT size, you have to carry with
you another big rocket motor. You
have to shunt the thing out of
shuttle, and then light up and get
out of the way quickly, to get this
thing from 300 miles to 22,000
miles. In addition, you have to carry
up with you all the test gear that you
would normally have on the ground.
We have always talked about ground
support equipment, we are now
having to talk about space support
equipment. Obviously when you are
preparing a satellite for launch it has to be right. This means a mass of test gear. So that when you
do fire via shuttle you must make allowance for the cost of all the extra equipment that you must
carry, and the rocket motor which is lost. When you do the sums you find that Ariane and shuttle
are roughly the same price. Eventually shuttle may be cheaper, but we aim to operate out of both,
preferably with Ariane.

L-SAT is the end of a development line so far, starting with OTS which is available soon, ECS,
MARECS, Telecom 1, and into the next series of test satellites. This will give us test transmis-
sions to Europe for television, to Italy and television; very high frequency communications for
Italy; and propagation experiments in the high frequencies.

And this leads to the essence of the
whole requirement: business com-
munications via space.

To summarise, it gives you the flexi-
bility; the variable bandwidth on
demand. Once you are online you
can have a bandwidth of a few kilo-
hertz up to megabits. You can have
a flexible network on demand where
your stations are. You can go point-
to-point; you can build up a mesh
network, a star network, or you can
broadcast muitidrop.

Installation time is literally a day.

The Post Office right now are ordering some stations from Ferranti for use with our ECS satellites
when they are launched in 1982. They will be mobile, on the back of a truck. Theoretically, poten-
tially, you can order them from the Post Office now for trials with the ECS. They should be on-site
and online with the satellite in a day.

The economics are independent of distance. It should save money, but that depends on who
owns the system. But we have got the message across to the Post Office that it should be

45




charged economically. The charging is proportional to your usage, not to the distance. The
quality via satellite is not dependent on wet, noisy, mechanical switches, or even electronic
solid state switches. That is the message of satellite communications as it exists in Europe
today.




SESSION D

AN INTRODUCTION
TO SPATIAL DATA MANAGEMENT

Professor Nicholas Negroponte,
Massachusetts Institute of Technology

Professor Nicholas Negroponte is Professor in the Department of Architecture at Massa-
chusetts Institute of Technology. He holds both bachelor and master degrees in Architecture
from MIT. Since receiving his degrees he has been responsible for undertaking and also super-
vising a wide range of research activities concerned with the use of technology in graphics of all
kinds. Among his major presentations are ones on the future of television, computers in
architecture, spatial data management and the human interface. He is also the author of a
number of books and papers concerned not only with spatial data management, but also with
the use of computer techniques in architecture and urban design.

There is some misrepresentation in the title of my session in that Spatial Data Management is
the name of one project that we do in our laboratory and all of our projects are a big, fat excuse
to work on the human interface. Spatial Data Management, which we call SDMS, is certainly
our most comprehensive and largest system and | will show it to you in gory detail. But before |
do that, | should like to show you other things that are going on. | want to give you a slightly
broader panorama than just that one application of an area of study that, as recently as three or
four years ago, people thought was cissy stuff. They thought it was not the real world of
computer science, but was soft and not particularly germane. | am talking about topics such as
computer graphics, voice synthesis, all of the stuff at the interface between people and
machines, which was tolerated but was not thought to be important. Today, four or five years
later, people are realising that in some sense it is the whole ball game and that it is an area that
has been ignored for too long.

| have a story which, by analogy, is quite telling. If you do not believe me, you can try this
yourself. Go to a department store and watch people select hand calculators. Hand calculators
are rather interesting, because for between $6 and $12 you can buy a calculator that adds, sub-
tracts, multiplies, divides, and does the per cent sign work. Some of them have memory, but
most people do not even know how to use that, so the price from $6 to $12 is your basic
calculator. There are usually up to two dozen of those for sale on a counter.

If you watch people select these, it is an interesting process. They will pick up the hand
calculator, hit a few keys, and set it down. They will go to the next hand calculator, hit a few
keys, and set it down. Finally, they will make a choice and they will buy one. You wonder why,
and there are usually two criteria: the first is the feel of the keyboard. That is really very impor-
tant. The second has to do with appearance. There are two parts to that. One is the readability
and the nature of the display, and the other is the thing itself. There are thin ones and fat ones
and so on. Now they even offer fringe benefits: they tell you the time and do other things. But it
has nothing to do with the function of the calculator.

What has happened in the calculator market is that the function of calculation has been reduced
to such a low cost that what you are selling people is the interface; and when you sell people the
interface you are, all of a sudden, selling them something very subjective. One person says,
“This keyboard feels great,” and another says, “No, this one is better.” They are both right.
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| think that there is a message here for computer manufacturers, that in maybe five or ten years
from now — it does not matter which, the difference is insignificant — that' is what will happen
with computers. People will be buying only the interface with the computing system, and f(he
number of mips or bytes, or the number of gigabytes of secondary storage will be somethln.g
between irrelevant and meaningless in the process of selecting a computing system. People will
sit down in front of terminals, where there are terminals to be seen, and say, “‘Yes, that feels
good’’. Managers will buy them because they will say, “Yes, that looks ggod. I will be very
happy to have that on my desk”’. If you talk to manufacturers and tell them things Ilkelthat, t-hey
think you are absolutely nuts to be worrying about the appearance of a terminal. But it is things
like that which are becoming increasingly important.

| shall do four things this afternoon. First, | should like to position a new area that we are trying
to start at MIT, which is my own pet project and what | do most of the time now. Secondly, |
should like to show you a handful of experiments that have to do with different styles of
interaction and modes of presentation; things that | hope you have not seen before. Thirdly, |
will show and describe the evolution of the Spatial Data Management System. Finally, the piece
de resistance of this presentation, | will show you some of our latest work which combines
speech recognition and gesture recognition.

This is probably, intellectually, the
most important slide | have with me.
What | am trying to do here is to de-
scribe three industries: the publish-
ing industry, the broadcast indus-
try, and the computer industry, and
show areas of intersection. There
are obvious couplings between
print and computers that have been
going on for years, and other coup-
lings; but there is very little at the
centre, at that white triangle. There
is very little intellectual activity in
that area. Worse, from my point of
view, there are very few people who . - -
are trained in that area. It is a previ- : TR -
ously very well-formed compartment, with very well-formed intellectual pursuits. People have

their own journals, their own conferences, their own technical communities which really do not
overlap very much.

| am very interested in the white tri-
angle because | think that what will
happen over the next few years is
that it will look something like that.
It will get bigger and bigger; and the
boundaries that separate those in-
tellectual domains will start to dis-
appear.

There are some good examples of
what is happening, say, in the area
of Prestel. Itis a publishing medium.
It uses the video domain, and it is
certainly a computer resource. So
Prestel is a specific example and
lives right in that white triangle. |
will argue later that optical video-
discs are another excellent example that are at the intersection of publishing,

broadcast and




computers. But what really worries me is that the style of thinking of these people is very
different and they come to problems like Prestel and optical videodiscs with very different back-
grounds and, in some cases, prejudices which are almost dormant and subconscious. It is an
area that we would like to fill and we affectionately call it “Media Technology”.

Let me sh_ow you half a dozen small projects that have been going on over the past three or four
years, which ha\{q to dg with the stuff that separates people from machines. | should like to start
with touch sensitive displays, partly because we have been working with them for at least six

years now, looking at different ways of doing it and looking at different technologies for
achieving touch sensitivity on a display.

When we started doing that we found a real misconception. We found people who had done
some work in this area, who assumed that the finger as a graphical stylus of some sort was a
very low resolution device — rather like writing a postcard with a cigar. That is not true. It turns
out that it is a very high-resolution input device. Admittedly, at a couple of stages you might
touch the screen, but if you use your finger very gently you can position a cursor with greater
accuracy than any CRT can display it. In fact you have a very high-resolution input medium.

We thought that we would explore that, and people posed questions about why it was so good.
Fingers turn out to be very good. They have a couple of properties that are interesting. One is
that you do not have to pick them up. You type away, and you point, and you type: it is an input
device that is with you all the time. Another thing is that you have 10 of them.

With 10 of them there are certain things that you can do that you cannot do with other graphical
input media. The area of multiple fingers is one on which we are still working. There are a
number of ways of doing it and it is rather interesting.

At this point | should like to share with you as much a style of thinking, or at least what drives
our laboratory, as showing you a project. When we were working on touch sensitive displays
we found that the coefficient of friction between your finger and glass, if glass was the
substrate that you were touching, was such that there was just a little too much friction for you

to draw with your finger. You get an effect that precludes freely using your finger to draw on a
CRIT:

We turned that “bug’ into a fea-
ture. We made a pressure sensitive
display. We thought that it would
be interesting if you could not only
touch the display but introduce
forces on the face panel, and inter-
act with a model; and when you
touched the screen you could pick
up forces in the plane of the screen
and in the Z axis, basically getting
five degrees of freedom.

The arrow on the slide represents
the direction in which he is pushing;
its length is how hard he is pushing;
and the sides of the square repre-
sent how hard he is pushing in on the screen; the XY location is at the tail of that arrow. | offer
this as an example of the kinds of projects that we do.

It turned out that this was useful for virtual face panels. There are a lot of industries which have
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a need for virtual face panels of one sort or another, because they haye run out of rt?al estate.
There is no more room for the dials and knobs. With your average oscilloscope you either have
to poke at the knobs with tweezers o : com s
or have very tiny fingers these days, . '
because there are too many knobs
and buttons. So people are inter-
ested in “‘soft” face panels, ones
where the right knobs and dials
come up for the occasion. But they
tend to be rather unpleasant to use;
the feel of those things is just not
there. People like grabbing that
knob, turning it and feeling it go
“click, click”, and watching the
numbers. Sight, sound and touch
are all wrapped into how the person
interacts with that control panel in
that example of an oscilloscope.

Let me show you a movie. All this movie shows is what | just showed you in slides, in operation.
This is to show you X. X is the horizontal, Y is the vertical, and Z is the force into the screen. Z
cannot go negative. We have figured out how since, but at the time Z could not go negative and
that is what is being shown here. The nature of our laboratory is such that we build things and
all they have to do is to work once. This was certainly one of those cases. In fact this particular
machine was stepped on in a move recently, and no longer exists.

This is a torque around a Z-axis which you can see down below. What happens is that you can
feed back to the user physical properties that would otherwise be unavailable to both you and
him — you as a programmer or designer of a system. The arrow is the direction in which he is
pushing and with the size of the square here, you can track it over time; he pushes a point and
the area he pushes just follows. This is great for the games market!

This next one was the most important and goes by very fast. When he touches an object he
pushes it, but the physical properties of that object now can be fed back to him. If it is a heavy
object moving on a surface with a high coefficient of friction, then it would be hard for him to
push. If it was a ping pong ball on a sheet of ice, he would just need to touch it. You can feed
back physical properties to the user because it is harder for him to push. In this case our sponsor
was military, and this is our token militarism. The number of bullets is how hard you push and so

on. | was very disappointed in the programmer who did this because the ducks did not even fall
over.

The next one is equally important. It is the feel of the knob. There was a sound track to this and
the machine literally went, “click, click, click’” as you turned it. You start to get a feel for that
knob or that square moving across, in a very literal sense. (End of movie.)

It is amusing and it is nice to talk about it, but there is a real message there that has to do with
actually giving people a sensory involvement with the display that is significantly richer than
what we are accustomed to. As problems that we tackle with computer systems become more
and more sophisticated, we will need interfaces that are equally more sophisticated in the
sensory domain. | am not trying to argue that we have been incompetent in our modelling and
our simulation, but | think that the incompetence and tragedy has been that we have dealt with
computer systems that are parsimonious at best in terms of how they interact with people.

| ought to digress for a moment to give you a brief station identification. We were an old
computer aided design group in the School of Architecture and Planning. We started in 1966.
Around 1970, computer aided design was a bad joke. It was not computer aided design at all.




Designers would not touch the stuff. We felt that the problem was that there was an intrinsic
incompatibility with the early design stages and what people had as computer systems available
to them. We were much more interested in the human interface and trying to make that a
subtle, smooth and creative place to be. In 1972, we made a decision which everybody thought
was foolish: we moved all of our vector graphics into what is now commonly called “frame
buffers’ and we raster scanned displays. One of the reasons that we did that was to stay in the
television domain. There are a lot of reasons to stay in the television domain which | will
enumerate later, but all of our colleagues — some of them still today — said, ““That’s silly,

because television doesn’t have enough resolution. You can’t use television properly because of
its lack of resolution”.

That is a lot of nonsense, and it comes from the fact that people have not looked at it in the right
way. | think that everybody will agree that a common denominator of Prestel, Telidon, Ceefax
and all the others is absolutely ghastly text. It is so ghastly that it is absolutely inhuman to sit
down and read a Prestel display. In fact in the United States it should be an OSHA (Occu-
pational Safety and Hazard Administration) violation. It is an offence to ask people to sit down
and look at those fonts.

So we decided to look at fonts diffe-
rently. This slide shows a standard
525 line television display with 3 size
fonts displayed in front of you.
These fonts are not the greatest but
they are pretty good. They are bet-
ter than you have ever seen before,
and they are worse on this slide than
they are in reality. One of the things
that we cannot do is the gamma
curve and our slide reproduction
equipment does not quite reflect
what is on the monitor. This is a
colour monitor displaying black and
white text. We can get up to 125
characters per line and it is still per-
fectly readable. There are some tricks and some caveats. | do not want to go into all that, but let
me show you how it is done. What | should like to impress upon you is that no geniuses have
been working on this. Three people worked on this project. One of them was a professional
graphic designer, in fact a typographer; one was a broadcast engineer; and the other was a
computer scientist. Jointly, those three people came up with a simple and stunning idea. That
was that you can do something on television that you cannot do on paper: you can trade off
acuity for resolution. You can introduce purposeful blurriness in the definition of a character
and the net result would be a higher perceived resolution.

That is parodoxical, but it works. | will prove it by example. If you do not believe that, you will
have to come to MIT. To me, the interesting part of that is that the way of thinking about the
problem was very different. Let me talk about the computer graphics community. | can be rude
about that because | am part of it. People came to the problem thinking squarewaves. They are
squarewave thinkers. They like crisp edges. They like ones and zeros to have sharp rises and
falls. Television hates that. It is exactly what television does not want.

If you introduce in the definition of a character purposeful grey tones — take this ““Q" shown on the
nextslide — thisis whatour Q"' looks like on the computer. If| had madeaslide and shownyou that
blown up full size, that funny little array of greys, you probably would noteven haverecogniseditas
a Q. Butin its actual size down here it is a beautiful “Q". Itis gorgeous. It does not scintillate; it
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gets rid of all the artefacts of television. The way it was done was to look at the “Q" in terms of a
sampling theory instead of character matrix and introduce grey tones, not one-to-one, but let us
assume for the sake of brevity that
the grey tone is reflected by the per-
centage of coverage of that area.

This is not absolutely new. People
have been trying to do this for vec-
tors, and there is a long history of it.
It turns out to be quite fantastic for
characters. In the horizontal direc-
tion it lowers the bandwidth of the
signal because you do not go from
black to white; in the vertical direc-
tion it gets rid of scintillation be-
cause every part of each characteris
in both interlaces. So you get a
pretty nice character. These fuzzy
greys do different things in different
directions. It is a small piece of work but, again, it is an example of the kinds of things that we
do to try to pay attention to the quality of that interface.

I believe that, as people start using management information systems, you will find a new class
of users. This will also be true in homes, with children, who will not tolerate the junk that our
computer programmers have been tolerating, who are much more amenable as they see the
advantages in a different perspective. We are now getting to a point — maybe not this year but
very soon — when users will be distinctly concerned about the quality of displays and the
comfort of using a system. This sort of thing will surface as a very serious problem.

| will not dwell on these, but it works
for colour, and it works for the Jap-
anese. This slide shows some of the
Japanese fonts showing the grey
tone.

What is shown on the first slide on
the next page is much older. There
was a memo recently that we distri-
buted amongst our various friends
in the ARPA community called
“Don’t throw away the message
with the media”. It was a plea for
paper and to go back to look care-
fully at some of the qualities that
paper had before we discarded it
completely. Not that we should go back to doing everything on paper, but let us look at some of
the messages and signals that are on paper. When you get a letter and there are two creases in
it, you know that it has probably come in an envelope, through the mail. So you have a couple
of bits of information there, namely it came through the mail.

You can look at other things. Annotations on paper are a wonderful example. When you make
annotations and you file a paper document and retrieve it, it turns out that what you really look
at more frequently is the annotations than the document itself. You can tell something about
the reading habits or the occasion, from a whisky stain versus a coffee stain on the piece of
paper. If you have ever tried to uncrumple a letter to put it in a file, it is pretty hard to do: and
that tells you something again.
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We looked at this problem in relation to terminals which scroll text. In reading text that scrolls,

whether it scrolls and then you read it, or whether you try to read it as it is scrolllng you
really tend to have no sense of :

place, and you do not know where
you are vis-a-vis the whole. Yet
when you buy a cheap paperback
book and you read it, you have a
random access medium which has
built into it a wonderful sense of
place. When you are reading the
book you can tell whether you are at
the beginning or the end because
the pages that you have read are in
your left hand and the ones to go
are in your right hand, so you know
where you are. A page is in fact a
syntactical chunk that should not be
discarded as carelessly as we seem
to have done it. Frequently in lan- — : S : S
guage you will say, “l received a three-page memorandum from SO- and-so and that means
something to the person you are talking to.

So we decided that maybe what we could do in text and character displays is to reintroduce the
page as a primary chunk, or at least as a modular page. We introduced a little bit of animation,
which you will see in the next film, where the next page actually follows it. It flips by, it does not
scroll by, but you get a page 1 that is revealed, and then you get your second page. This
happens smoothly and floats by, and you see page after page.

We are not very good at doing any psychological testing that would validate this as the right
way to display text, but again it is an attitude to the problem, at least to try to be concerned
about things like this. Whether or not you agree with the solution is in some sense less impor-
tant than agreeing that the area needs some work.

Another project we have is to look at television as a display medium for books without pages.
As you start getting a lot of storage capacity in your home — | am thinking of videodiscs — and
as you start getting computing capacity, how can you best use a standard 525-line television
economically and still come up with reasonable images?

The map shown on this slide is a
standard television image and the
memory bit-map is being used to
support this. We looked at this pic-
ture in a very different way from the
way that anybody had ever looked
at image compression before, by
basically doing the opposite of tele-
vision. For those of you familiar
with television technology, you will
know that most of the bandwidth is
an illuminant signal and then a small
amount of bandwidth is overlaid
and applied to the two colour com-
ponents.

Here we have sampled this picture and taken something that approximates a three-dimensional
histogram of the population of colours in the colour space. We have 2* colours but we want
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to pick 27 or 28 that are the most indigenous to this picture, and use those, hence reducing our
memory from 22 to 27 or 28. This works quite effectively. In fact we have not encountered a
picture that needs more than 28 colours, and it has worked quite successfully. It works for maps

and a lot of other things.

Another area that we work on is printing colour hard copy from computer systems. This is
motivated from a number of different directions. First, we would like to wor_k more in colour soft
copy. There is a story that | used to tell a lot. It is about the Xe}rox _Corporatlon, and then | heard
them tell it publicly and | thought maybe | had better stop telling it.

We got what | think was the first or the second Xerox 65600 colour copier. At the time that Xerox
put this colour copier on the market they could not lease them, and they could not sell _them of
course. They went back and asked themselves why they could not sell a colour copier. The
answer was simple: in the world of business there is no colour copy to copy. Then they puzzled
and asked themselves, “Why is there no colour copy to copy?”’ Obviously one of the major
reasons is because of Xerox. That is being hoist with your own petard, in the sense that their
technology has contributed greatly to making the world of business practice very much a black
and white world. There is indeed very little colour copy to copy and very little justification to
have a colour copier.

Then they invented a slide adaptor because there were a lot of colour slides to print, and so on.
Having said that, it is clear that people are working more and more online. | agree with the
comment that people are getting much more comfortable at typing and working in front of
displays. What is also clear is that these displays in a few years will all be colour: it will not be in
anybody’s interest to install a black and white display. A few years beyond that it will probably
be more expensive to put in a black and white display, because you will have to buy it from an
antique dealer. Basically people will have high-resolution shadow-mask displays in all of their
terminals, and whether it is five years or ten years from now does not matter.

But when you work in colour soft copy, if you want to go out on a futuristic limb, you can argue
that you will not need any hard copy whatsoever: and that we will come up with flat panel, thin,
flexible, waterproof displays that can be used in the shower. Maybe that is the case, but in-
between, and for various reasons, to take it seriously and really work in colour you need colour
hard copy. Our project started way back when we got the copier. We can now produce direct
Xerox originals that come directly out of the system, not with a laser but with a CRT. This was
work done under contract to Xerox. They promptly went off and did exactly the opposite, and
came out with the dreadful laser option which produces, in my opinion, very poor images.
Again, this project shows you the kind of experiment that we call Media Technology.

Let me go on to a favourite example that has to do with the use of optical videodiscs. They are
very much in that triangle | showed at the beginning, unbeknown to some of the manufac-
turers, including Philips. People like Philips turn out to be their own worst enemies, because
there has been a serious failing in looking at this as a new information medium that can store
digital data as well as picture in the same domain. In the long run it will all be digital, but in
between why not just hide some digital data in the analogue signal and put this out as a new
publishing medium? But that is not being done.

If you look at optical videodiscs — and this will be particularly true in future office and home
environments — disc playing time is not necessarily a good measure, but let me use it for a
moment. With disc playing time as one axis and viewing time as another, a 45° line is a movie as
we know it. Because of focusing on that 45° line, there will be people like RCA who will soon
introduce the world’s worst product. When that particular videodisc hits the market — if it does
sell which it should not — it will set back the real opportunities by about five years. That will be
a major tragedy. It will serve people right because they have been Very poor at understanding
what they had invented. That applies to all the manufacturers, including IBM, MCA, Pioneer,
Sony, Philips, etc. They have been really delinquent. There are new movie types and new



book types thgt have not b\_een explored. One of the reasons, with all due respect to these giant
corporations, is that there is nobody who knows how to think about these problems. There is
no culture of people who are at once in the business of authorship, but on the other hand have

made films, and _a!s_o know something about computer programming. We are missing that kind
of person, so this is quite explainable.

SDMS is deeply dependent on videodiscs. Let me refer to them as a new book type. Before
doing that | should like to show you some new movie types. | could not bring them because
they are all on video tape. One of the international problems right now is that our video
standards are not compatible so that | could not bring you current video tapes of some work in
that area. But | can show you statically and you can try to image them. They all have to do with
videodiscs connected to computers. You have an absolutely incredible storage medium. If you
hide digital data on a videodisc, crudely you get 1 billion characters per side. That is 10 bit and
you get an error rate of 10", If you use it as a video storage medium it is 54,000 frames, which is

a lot of data. Ironically, you have this beautiful storage medium that is controlled by a handheld
panel, which is a disgrace.

The first thing we do is to connect it to a computer because the computer in it is limp, to say the
least. We add a touch-sensitive display to the monitor and some other controls. Then we find
that, lo and behold, you have to mix computer signals, so we add a second player. Then you

have a sound system. This is basically the configuration of what we are working with. Let me
now quickly illustrate two projects.

One is a movie map. It has received
a lot of publicity so you may have
seen it reported or discussed. It was
a very simple idea. The task that we
were funded to do was to get in-
volved with the experiential aspect
of mapping. One of the things
about maps and cartography in
general is that it is focused on struc-
tural relationships. You look at a
map and you know what is to the
north or south, but you have no
sense of what it would be like to be
there. Could we make a system that
approximated to being there?

We took a small town and we photographed every 10 feet, travelling down every street, in every
direction, taking every turn in every direction, during every season, night and day. The images
reside on an optical videodisc. You have two players. Player Number 1 is playing for you as if
you are travelling down a street, and the numbers are purposely superimposed. The user of the
system has indicated that he wants to go left, so he has touched the screen — the touch sensi-
tive monitor in this case — to go left. Player Number 2 which is not being used right now has
gone ahead and is waiting for him at that intersection, so when he gets to the intersection it just
cuts and smoothly shows the turn going through to the left. While Player Number 2 is doing
that, Player Number 1 is free. It goes and gets the street, and waits for him; and when he comes
out of the turn, cuts to that, and the user freely drives around the town.

In fact you freely drive around the town and the two players take over. There is a cute little
detail, which is that when you get 10 an intersection you have three options: straight, right, and
left. But they are just spliced head to tail, so if the person decides to go right you play Player
Number 2 forward, and if he decides to go left you just play it backwards. You can play all these
things backwards as well as forwards. You have all the options sitting there simultaneously, and
the person travels around.
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There are also side views. You can look out of the side window. On our TV set, mstefad of
having a channel select knob we have a season knob. \.’ou‘ can @a!-ln in winter, summer, | all_ ohr
spring. We have a special season called animation, which is typlcal computer animation. | wis
that | could show you a video tape of this, but the season knob is quite spectacular because one
of the things about any kind of experiential mapping system is that seasons make a dramatic
difference, in some places.

| remember as a child going to a school that had a campus in the winter that was up in a ski
resort. | went back there, a few years later during the summer, and | could not recognise the
place. The skating rink was a tennis court; trees were there that | never .knew about; and it was a
whole different place. | have two slides that show the same house in winter and summer. When
| show these slides, there are people who swear that it is not the same house_. It is a whole
different place in winter. We even have it now so that you can have 50% winter and 50%
summer, which is an amusing trip.

In some places, where we could, we put in a time knob where you could wind back, and see
what the scene looked like 70 years ago. The computer database behind that is enormous. It
constitutes a new kind of movie in the sense that there is more footage out there than you
would ever look at. There is no way that a single user would explore that whole space.

The next project | want to mention is the use of the medium to make personalised movies. This
is funded by the United States Navy to do some innovation in maintenance and repair. The
United States Navy has a problem in that their equipment is getting more and more
sophisticated and their personnel are getting dumber. They are very frank about it. They have
stopped preventative maintenance in many situations because people did more damage than
good. They are really concerned about it, witness our helicopters most recently.

What we tried to do was to make a personalised movie with two axes. One has to do with the
user's previous experience, and the other has to do with the user’s cognitive style. Previous
experience can probably be illustrated best with an example from cooking. | do not know how
many of you have seen the Larousse Gastronomique which is printed in English. It is an
incredible reference cook book. It has the most complex recipes in it, and then the last line is
“Cook until done”. That is what we would call an unexpandable macro, in the sense of what do
you do with it. To an expert cook that is perfectly complete information. To me, and | suspect
most people here, you would say, ““Cook for an hour at 350°"". For a beginner, you would say,
“Preheat the oven, put the shelf at this location, wait for the light to go off, then put it in”.
What you see there is a degree of elaboration that is a function of the person’s previous
experience, and hence it has to do with the model of the user

The other axis is one of presentational means. If you show some people a plan or a section, they
are just hopeless; they cannot read them and they do not understand them. Yet if you showed
them a perspective drawing with shaded surfaces, they would find that much more understand-
able. Other people are the reverse, and so on. So there is an axis of presentational means.

What we try to do is to make very interactive movies; and make the film media, which is
historically, and almost by definition in people’s minds, a sequential one with a beginning and
an end, into a very random access, interactive medium where you expand macros. You can
have alternate sequences, which is changes of mode. You can combine those. We did it for the
maintenance and repair of a bicycle.

This is the beginning of the advertised topic: Spatial Data Management. It is just one of our
programmes, and was a nice excuse to work on the human interface. Back in 1975, we were
asked to build a management information system that senior management could use, and
would want to use; but most importantly, that the senior manager could learn how to use in less
than 10 seconds.




We have a little jingle in the laboratory that says that we build computers for generals
presidents, companies, and six-year-old children. One common denominator between a six:
year-old child and a senior executive is that they want things immediately. If there is something
on the screen, you touch it and out it comes. There is a directness and simplicity. If it is too
complicated they will get frustrated; if it is too simple they will get bored. There is a very delicate
boundary, and to capture the person’s interest and enthusiasm is, to say the least, challenging.

Somewhere along the line, | am not sure how, we discovered that there was something about
spatiality that had not been explored as an organising element. There are two incidents that
illustrate this. | get to the airport and | have forgotten a telephone number. So | telephone back
to my secretary and say, ‘‘Beth, I've forgotten a phone number, but if you go to my desk, just to
the left of the telephone, underneath the calendar, there is a pile of papers about three inches
deep, and two-thirds of the way down there is an orange sheet of paper, and on the back of it,

in the lower lefthand corner, in blue Pentel pen is written a phone number. Can you read it to
me?”’

That may be a bit extreme, but even people who are not what you would call visual thinkers or
people who are very attuned to spatial memory, still are very good. You see examples of this on
bookshelves, how people tend to organise their books. If you put the book there, there is even
more reinforcement and you remember where it is — itis to the top of such and such, or it is to
the right of such and such. Most of us remember the colours on the spines of books or how
thick it was. There are lots of cues that we will use to retrieve it.

A real incident that we uncovered was an admiral who was selected for a test site of a very
complex command and control system, and he refused to use it. Instead, he had a bulletin
board with his ships on little thumb tacks; and the enemy’s ships were also on little thumb
tacks. You can imagine that theirs were red and his were blue. He sat there, putting the ships on
the thumb tacks on the bulletin board. He kept moving them around, and then he would stand
back and then move others over. People tried to discuss with him why he was not using his very
advanced, full colour graphics display command and control system. Everybody came up with
different reasons that had to do with the standard reasons such as he was intimidated, or it did
not work well enough. But what nobody really considered was that maybe there was a modal
memory reinforcement. Maybe his own body movements were important to him, and when he
picked up that ship and put it down there, he was interacting with the display in a way that
should be taken seriously. That is what brought us into the idea of making, as part and parcel of
our work in the Spatial Data Management System, a media room. In other words, a room that
was a terminal. So it is not really a terminal in front of which you sit, but a terminal into which
you go. Call it an office of the future if you want, but when you are in it, this terminal has the
authority to engage every sense, and you have every opportunity to interact with it.

The first media room no longer exists, but the newer one is a derivative of it, quite directly. The
floor-to-ceiling, wall-to-wall display in the current one is in some measure a simulation of what
we are expecting to happen in the near future. There is a conspicuous absence of a keyboard in
this system, probably as much for metaphorical reasons as anything else. | am certainly the last
person to hate keyboards. | cannot write any more, | even typewrite postcards. The absence of
a keyboard and any set theoretic type of retrieval is more metaphorical than any position we are
taking on the topic.

The new media room shown on the slide on the next page has three monitors. One allows the
user to keep track of his information space which we call Dataland. The other, on the right, is a
key map which allows a person to explore particular data types, and then on the large screen is
what the person is attending to.

| will now show you a movie of this in operation. It will be difficult because we will be looking at
just one screen and moving between these. So let me talk you through it.
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This is Dataland, which | shall describe in more detail in a moment. Thes.e are key maps which
come up. In this case it is a telephone that happens to be routed in Dataland, because
he needed a telephone at that ; ;
moment.

Here is a little window. Dataland is
the fabrication of the user. In very
much the same way that you put
papers on your desk or put books on
a shelf, you put data in Dataland.
You can create neighbourhoods.
This neighbourhood is non-techni-
cal reading; there are four books
stored here. There are five books
stored up there, which are technical
documents. There is some electro-
nic mail in that neighbourhood.
There is a personnel file down here:
there is a calculator and a calendar.
There is a telephone missing from this picture. There are some TV sets which are live broadcast
or recordings. There is a zoo, because the guy whose Dataland it is has a child, so there is a very
large zoo stored in this section. Then there are some maps; some satellite imagery; some maps
of Suez and the Far East.

It looks sparse, but it is not. What is happening is that there is a Z-axis to this world. As you
helicopter over it, you can go down and gain resolution. SDMS is very much like an Advent
calendar. Once you get to a book or a document, you can open it up and look in. When the
monitor on the right gets engaged, you are into that key map.

Dataland is created by the user so he remembers where things are, because he put them there.
Everything is up front, nothing is hidden around the edges of this bezel, that is the full extent of
Dataland. However, there is a Z-axis. Think of the Z-axis in the following example. You are the
personnel officer in a company. You are going to build up Dataland; you are going to have a
neighbourhood, which is all the companies that you buy and sell electronic components from.
You will have another neighbourhood which is the furniture and office supply people. You will
spread out on your surface, as data, the various companies that you deal with as a purchasing
agent, and your Dataland is scattered that way. Then for any-single company, maybe the recent
three years of purchase orders with them is the Z-axis of that data.

Somebody else may be the president of this corporation, and that person, as president, will
probably have in his Dataland just one little box called “purchasing office”. All of your data as
purchasing agent which was spread out over your X-axis and Y-axis, in his world is in the Z-axis.
So Dataland is not only enormous in extent, but things go into the Z-axis as a function of your
immediate needs and interests.

If this picture represents 3,000 miles of physical extent the current system can get down to a
picture element of 10 feet. So you have an enormous extent. You can keep zooming in to this
thing. If that were the United States you can get down to images that are smaller than streets
and not exhaust more than one optical videodisc. You have built into this an assumption that

facsimile-style data types will become increasingly easy to deal with, so not everything is stored
as structured data.

There is a sub-theme, which you will see in the film, which has to do with the richness of data
types in general. You will get movies stored in there, operable machines, dynamic processes of
one sort or another, colour photographs, text and so on. So let us look at the film.



Our user will travel over Dataland in three different ways. At first, we will see him move the joy-
sticks which are pressure sensitive and allow you to fly over the surface, and also to go down in
the Z-axis. As he is moving, there is a window moving over Dataland. As he goes over an area,
it appears on the large screen at increased size and resolution. First, he will go down to this
personnel file and what we will see in a moment is what he sees on the large screen, which is
this array of people drifting by underneath his window. As he zooms in, at a certain point, the
chunkiness is replaced by a higher resolution image. So now he is even closer down into the
personnel file. If he now wanted to look up his records, he would address the righthand monitor

to which | referred. It now becomes the Advent calendar, and you go through the face and find
out what you want on the other side.

Here, with a double exposure, it may be a little clearer. He is driving due north in Dataland and
going to look at some electronic mail, which will appear here. This is what he sees on the large
screen, totally unreadable. But the logo tells me that | had better read it, as it is my sponsor; and

| read my sponsor’s correspondence. It is a bad example because they really do fit on the
screen.

All you have done, to this point, is drift over the surface and go up and down. We have flown
over this information space, we have flown north/south primarily in Dataland, but now we are
going to poke through. We are actually going to go in and look at a book, in this case. As soon
as we do this, the righthand monitor will appear with a table of contents. This looks like a book.
It has chapter headings. The whole thing is touch sensitive. You touch a chapter heading and it
tells you the sub-heading. You touch the sub-headings and, if there are any, it will show you the
sub-sub-headings. This red line is a marker of where you are in the book. When that display
comes up, the thickness of the book reflects the number of pages stored in the database. So we
have gone to every extent possible to build in cues to help you randomly access, in this case, a
book of 150 pages.

The artefact of page flipping may be a bit extreme, but it certainly works. Here he goes back to
the title page. He flips through pages by stroking the side of the chair. Again, this is sort of on
the lunatic fringe, but it reflects interest. If nothing else, appreciate it. Here he is just reading
pages. One student wrote a program so that as a page is flipped the room actually made a
fluffing sound, from upper right to lower left. You heard the page float through the air, because
there is an octophonic sound system in the same room.

“SHOW ME THE FOXES" (from the film soundtrack).
He is talking his way around Dataland.
“TAKE ME TO THE MUSEUM"" (from the film soundtrack).
There is a whole museum that is stored there.

“GO TO THE MAP ABOVE AND TO THE LEFT OF THE CALCULATOR" (from the film
soundtrack).

This is a calculator which we will see later, and that is the map above it.
“I'D LIKE TO MAKE A PHONE CALL, PLEASE" (from the film soundtrack).

The “please” is clearly unnecessary, but up will come this machine which has a key map that
looks like a telephone. He is going to dial the phone and place the phone call.

(At this point in the film, the user makes a telephone call by ““touching” the push buttons of the
telephone on a touch-sensitive screen. This is followed by a telephone ringing tone.)




This telephone has a relatively intelligent roller deck, one of those little rotating address books:.
You can find names, pull up these little cards, automatically. touch telgpi?one nu_mb.ers, an_d _it
places the call for you. Again, this is not particularly interesting. What is interesting is that it is
buried in the same medium.

(There then follows a dialogue on the film where the user is using the SDMS as an intermediary
to make a telephone call.)

What he has been doing up till now is talking through the system, but now he is going to talk to
the system.

(There then follows a dialogue on the film where the user asks the SDMS several questions, and
as a result of the spoken replies, the user asks the system to place a call to someone’s office. In
this case, the call is not dialled — the system already knows the number to call. The scene
concludes with a telephone “busy”” signal being heard.)

We did not know how to get out of that scene, so we had it ring "busy”.

The third way of going around Dataland is just touching it, which is a little boring; you just
touch the surface and go round. So | want to take the opportunity of the slow part of the film to
describe this. What started to happen there is absolutely critical, because a new notion
emerged. We are very accustomed to when this window in graphics moves around and we
think of a graphical window. What we developed here was, to my mind, very significant: we
developed the idea of a vocabulary window. As the person drives over Dataland and gets near
the telephone, we load words that have to do with dialling telephones into our speech
recognition system. As he goes near the calendar, we load words that have to do with January,
February, Monday, Tuesday and so on. When he goes to the calculator, we load words that
have to do with plus, minus, divide and so on.

So on the one hand you can say that here is the world’s most expensive hand calculator, but on
the other hand it is one that can be driven by both voice and touch. | agree with the question to
Frederick Jelinek this morning, namely that mapping spoken words into typed correspondence
is maybe not the correct motivation; but to use that channel of communication when you need
to use it might be a more noble beginning because, if nothing else, it is easier. What you are
seeing here works. The reason that it works is because there is so much redundancy at the inter-
face that you can disambiguate. | have another movie which will show you that in some detail.

Let me hold the rest of that paragraph in abeyance and go back to SDMS where all of a sudden
the data itself is spatial. The only reason to show this, except for the fact that that is MIT and
that is Logan Airport and one gets homesick, is that these picture elements are 50 metres on a
side. That is about 400 miles and represents a tiny bit of Dataland.

This is the last thing on the film where the data type itself is a movie. If you are at all into
videodiscs you will have seen this movie many times and are probably nauseated by it.

(At this point of the film, a sequence demonstrated how the user can react with the system to
show the same visual sequence twice, using a different soundtrack on each occasion. In other
words, multi-lingual films.)

This key map is important. One revolution of that clock is the duration of that film. What
happened there with that little wedge is that at the instant he touched it he put a marker into the
database, so that by touching that marker he can get back to that exact frame. We refer to that
frequently as a film ““dog-ear” in the sense that you can fold these pages and get back to them
accurately. That is the end of the film.



There were a lot of things that happened in that film, even though the database illustrated is
sparse. We certainly did not look at what could be in all of the books, all the letters and all the
correspondence. But probably the single most important thing is the cohabitation of these
different worlds. So often people say, “Oh, that's television technology’” or, ““That's a movie”
or, “That's text”’. Here they are all in one place and all in one medium. When the user in the film
switched from looking at the satellite photographs to data or to a film or to a letter (whetheras a
facsimile image or as ASCII data), it was all transparent to the user. You get these different data
types that are mixed, very conveniently, in the video domain. | think that is a very important part

of the system. It has nothing to do with spatiality per se but has a lot to do with the future of
using these kinds of computer systems.

When we finished SDMS, which was about 18 months ago, there were many frustrations. One
of them was how could we interact with the large format display. How could we engage the
user more with that display? You had the two on the side that you could touch, but what could

you do with the other? That was where we started working with speech and gesture. We
wanted to point at it and talk to it.

Our experience in speech recognition is only about two years old. We used the Nippon Electric
connected-speech recognition system. We certainly have made no contribution whatsoever to
the state of the art of recognising words in the way you heard this morning. What we have
made a contribution to is a very simple addition, which is not to try to work with just speech and
process it, or just graphics and process it; but to try to work with them together so that one
mode of communication disambiguates the other mode of communication. It is so obvious. We
do it all the time as human beings when we talk to each other.

We say things, and sometimes you do not even hear what the other person has said, but you
know what they mean not just because you know them, but because you know in which
direction they are looking. Without even going into the world of artificial intelligence, which
unjustifiably seems to scare people, but just staying with the surface problems, the interface,
you can disambiguate a great deal.

The Nippon Electric speech recognition system is the top of the line, and you pay an arm and a
leg for it; but one of its strong points is that when it fails, it fails gracefully. It does not crash. It
will say, “‘Can’t quite understand that,” and it returns what it cannot understand. What | want
to show you in this next film is a program that has been completed and now works quite
successfully, which combines a magnetic technology which we implemented and advanced
from where we found it, which allows you to track six degrees of freedom, X, Y, Z, azimuth,
elevation and roll, with magnetics instead of optics or acoustics. It is nice because it goes
through people; and unless you march into the room with an anvil you will not disturb the
system. It is extremely accurate. We can track the arm movement which, since it is six degrees
of input, is literally a vector; so we extend a vector from the person’s arm to where he is pointing
to on the screen and the screen knows where he is pointing.

The speech recognition system can deal with up to five utterances concatenated. An utterance
is defined as anything less than two seconds of speech. When you concatenate these it disam-
biguates them in a way that is rather interesting. On the film you will see a very limited
interaction that has to do with moving objects around. But when you look at the film, notice the
free use of words like ““this” and ‘““that”. If | say, “‘Please pass me that,” and you did not hear
the word ““that’’ but you saw me pointing to the water jug, you might pass me the water jug. So
my pointing is literally quite redundant with the word “that”’. If | say, "'Please pass me that,”
and | am pointing to the table, you might be a little taken aback by the fact that itis a rather large
thing to be passing around. At that point you might ask why. There is nothing wrong with
asking. It is a very interactive system. It does not go off and process and come back a few
minutes later. If you cannot disambiguate, you want to ask the right and timely question. If you

61




ask the right and timely question, the whole scenario is {-,-xtremeiy comfortable. We have a
system where these people come and sit down, move ships around and so on. Thg speech
recogniser in connected speech mode does not work more than ?35% of the time. Th%t is a goood
performance. But with the gestures combined you get a perceived response of _95Aa to _96 %,
because it does the right thing; not because it has understood what yc_Ju_sald, but it _has
understcod enough of what you have said combined with what you are pointing at and a little
bit of knowledge about ships, land and so on, to enable it to respond, and its performance looks
pretty good.

Then when it fails, it fails gracefully. It says, ‘“Where?”’ or ”Whic_h object?”’ It w!ll ask you
questions, which is much less offensive than its just going off and doing the wrong thing; that is
what really gets offensive.

The user wears a little magnetic sensor. The transmitter is on the arm of the chair. It came out of
helicopter head-mounted siting systems where it was mounted on the top of the cockpit and on
the helmet of the pilot. Obviously, azimuth, elevation and roll are very important when you are
siting; X and Y are almost meaningless; and Z is meaningless. So that is what we are using.

Let us look just at the beginning of the next film. Remember the Spatial Data Management
System and think of the person shuffling things on his desk.

(The film showed a user seated in front of a wall-sized screen, pointing at the screen and
speaking instructions, such as:

“CREATE A YELLOW CIRCLE THERE."”

“CREATE A RED TRIANGLE THERE."”

“LAY A BLUE DIAMOND THERE.”

“MOVE THAT THERE.”

“MOVE THAT BELOW THAT.”

“MOVE THAT WEST OF THE DIAMOND."”’

“CREATE A LARGE GREEN CIRCLE THERE."”

The images on the screen appeared and moved in response to the spoken commands and the
pointing gestures.)
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SESSION E

TRENDS IN VOICE SWITCHING
DURING THE 1980s

Roger Camrass,
Butler Cox & Partners Limited

Roger Camrass is a consultant with Butler Cox & Partners specialising in voice and data

communications. He holds an MA degree from Cambridge University and an MSc degree from
the Massachusetts Institute of Technology.

Prior to joining Butler Cox, he worked for Plessey and was concerned with the introduction of
the PDX telephone exchange. Since joining Butler Cox & Partners he has carried out a wide
range of assignments in the telecommunications field. These include: a study for the British
Post Office on the effect technological developments will have on their marketing plans, several
equipment selection and planning studies involving integrated voice and data communications

and a study of the technical problems of designing a European network for a major US
company.

He has written reports for the Butler Cox Foundation on public data services and on the selec-
tion of computerised PABXs, and has carried out market studies on facsimile and electronic
mail for an international market research organisation.

Before | came to Torquay, | was hoping to entitle my talk today “Trends in Voice Switching
During the 1980s”’, but after Professor Negroponte's performance | decided that any such title
would be extremely mundane in the context of his futuristic views. So instead | will take you
aboard my space/time travel machine for a guided tour of Voiceland.

More seriously, the telephone is a very important part of our commercial lives. It is a device
which has hardly changed its characteristics in the last 50 years, but despite this it is worth
serious attention today. So | should like to review the background to what | believe will be the
major events and developments in voice communications in the 1980s. Then, having looked at
the background to these developments, | want to give you a personal view of where | believe
voice switching and voice communications may go in the 1980s.

| am concentrating my talk around the PABX, the private branch exchange which | believe is the
key element to voice communications in a private, corporate sense. The PABX is the device at
the centre that provides the switching between all the telephone instruments. In Europe at least,
it is the one box which is subject to the greatest degree of change, barring the telephones and
the wires themselves.

But it is at the PABX that | believe the major developments and changes will initially take place.
That is why | should like to concentrate my talk about the PABX.

| should also like to extend the geography of my talk not only to Europe but to the USA,
because | believe that any talk on this subject has to include the developments that are now
taking place in the USA. By and large what happens today in the USA may either happen in
Europe or have a direct influence on what happens in Europe in five to ten years’ time.




When | have given you the widest possible geographic view over_the next ten years, | will then
conclude my talk with some positive forecasts about what | believe will happen in EL_Jrope. |
hope that these forecasts will be of some use to network pliann'ers and to people in t_his room
who are concerned with large, corporate networks, and will give them some guidelines or a
feeling of confidence when they begin to lay down plans for the next ten years.

The logical place to start my talk is
to review the last 50 years of PABX
technology. If we look at the first
slide, we will notice that in consecu-
tive decades we have witnessed

The progress of voice switching

fairly major changes in the tech- Pre-1940 Semi-automatic only
nology and the fundamental design 1940s  Strowger systems offering automatic features
of the PABX, In the earlier part of 1950s Crossbar technology introducing common control
the century all systems were entirely 1970s  Stored program control and solid state
manual. The manual systems were el

originally replaced by Strowger 19805 7

switching equipment that provided

automatic switching not only within

the public telephone network but

also within the private telephone

network. Although it was auto-

matic, Strowger switching provided only the very basic features and facilities to the telephone
user. Progress in technology has tried to improve the speed and function of the telephone ex-
change, to give a higher level of service than was available with the traditional Strowger tech-
nology. So in the ‘50s we witnessed a change to crossbar switching, which, although it still
used electromechanical technology, provided faster dialling and push-button dialling, but it did
not provide a great deal more in terms of features and facilities.

But by the '70s we saw the introduction of computers to the telecommunications field and, for
the first time, we began to have some degree of power and sophistication in the switching of
traffic in the voice network. As a consequence, the facilities available to the user and to the
management of the network were becoming more sophisticated.

Today, | will concentrate my talk on what will happen in the 1980s. If we look back over the
development of the PABX, many of you who have used the various generations of equipment
may say that nothing very much has happened in the last four or five decades in terms of what
the user sees at his desk. It is still the same old telephone. | suspect that very few of you have
become accustomed to using the new facilities that are provided by a modern telephone
exchange because they are only a small add-on to the very basic and fundamental function of
the telephone. The real question today is: will technology in the 1980s take us in a fundamental
sense beyond the traditional telephone function that we are all accustomed to and to which all
these technologies were directed? | believe that the answer is “'Yes” and | shall provide some
pointers today to just where that technology will take us.

To provide a perspective on the developments of the 1980s, | should like to look at the various
factors which are now building up to promote change in the telecommunications industry. |
think that there are two pressures providing the momentum for change. One is a straightfor-
ward commercial pressure — a marketing pressure; and the second is technology.

'70s. Unfortunately, it rather dries up the market, and in the ‘80s the market is approaching
saturation. Those suppliers who have built up enormous revenues on first-generation SPC



exchanges are now scratchi‘ng their heads and looking for a genuine new product with which to
approach the '80s, and which they can sell into the installed base of SPC exchanges.

Europe is a little different. We started five to ten years after the Americans in the introduction of
SPC technology, and therefore Europe is really an embryonic market. Perhaps 20% or 30% of
organisations throughout Europe now have SPC technology exchanges in one form or another,
but there is still plenty of scope for selling more first-generation SPC exchanges.

Given the different stage of development of the American and European markets, there are two
options available to suppliers. In the USA, the most logical option is to develop a new genera-
tion of electronic telephone exchange, which offers fundamentally new features and facilities.
The hope is that all first-generation SPC PABX users will throw them out into the garage, and
immediately race out and buy the new technology. However, in Europe that option really does
not provide us with a logical strategy. Although the market is young in Europe, the competition
is very fierce. There are a lot of SPC PABX suppliers. Naturally they are all looking for a techno-
logical lead and for some way of getting ahead in the competitive race. They may be able to do
that by bringing out second-generation SPC technology. However, given that the market is still
young and that relatively few organisations have first-generation SPC PABXs, it is perhaps
more logical that the suppliers would look for some degree of added value to their first-genera-
tion products that will put them a little bit ahead of the competition in a market which is still
growing and which is still intensely profitable. So, even in Europe there is a need for suppliers to
look ahead and to try to provide new products.

The commonality, therefore, between the USA and Europe is a commercial driving force to find

new products or new functions within existing products to put the suppliers out ahead in the
marketplace.

Telecommunications used to be a little island in a very large sea of information technology. It
was a very traditional industry and rather segregated from all the other industries. But | am sure
that the major characteristic of the '80s will be an awareness within the telecommunications
industry and within the surrounding industries that telecommunications should fit into this
jigsaw puzzle much more closely than ever before. If we ask ourselves, “What is this total
environment in which telecommunications is placed?’’ the answer must be the office systems
market. Anyone looking to add functions, or to come out with a new generation of technology
in the PABX market must surely be looking to the office systems market as the overall target for
their product plans.

If you ask anyone to define office automation or the office systems market, they will have a
great deal of difficulty. The easiest place to start trying to define that market is to look at what
people are doing now and try to imagine what they may be doing in the future. Recently, | spent
some time with a large, multinational company at their headquarters’ office. They provided me
with a down-to-earth and very common picture of just what office systems means to a large
number of traditional European companies.

In the slide on the next page we have a fragmented picture. In the far left, upper corner we have
the telephone exchange and the PABX. This may still be a manual system, but it is a separate
system providing telephone facilities. Down below, in the lefthand corner, we have a few local
minicomputers or terminals linked to computer bureaux, or even mainframe computers, but
nevertheless they are used for specific data processing applications, in isolation to all the other
information needs of the organisation. In the far, righthand corner we have the communication
of text and images. This organisation had traditional telex machines located in the basement,
which were fed by a manual courier service taking pieces of paper from offices to the basement.
They also had facsimile machines, again fed by people taking pieces of paper down to the base-
ment. That was their electronic mail system, so to speak, which again operated in total isolation
to all the other systems. Finally, in the bottom, righthand corner we have new developments
such as word processing, and communicating word processing, which again are growing
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up in isolation to every other system in the office. So the total picture is very much a fragm_ented
one of a variety of different systems handling separate needs of text communication, image
communication, data communica-
tion and voice communication in
very different ways, and without
any thought of co-ordination.

The office systems market

Naturally enough, people are trying
to look for a centrepiece to bring e
this fragmented picture together in ] communication
the ‘80s or the "90s. From a telecom-
munications perspective that is
where | believe the office systems
market lies; it is a coming together
of these functionally and physically
separate systems, to try to build a
more coherent office systems ap-
proach around these systems.

That sounds wonderful in theory, but if | designed a box and took it round to many of your
offices, saying, “I've got a means of pulling together all your fragmented systems’’, you would
probably show me the door. It does not really do anything for you until you can talk about
payback. In this respect, IBM are one of the leaders; if IBM can find some way of talking about
payback, it can justify the sale of virtually any type of hardware for any application.

We do not need to look too far to see just where the payback may come. First, if we were to
bring these different systems together, perhaps using common wiring and common switching
equipment, we are saving physical resources. There is a cost saving in terms of internal wiring,
space, air conditioning and all the rest. That is one payback. That is a fairly unsophisticated area
that everyone is aware of. The more intangible and exciting area of payback is in staff produc-
tivity. So how can we achieve payback in that area?

Looking at this rather overcomplex

slide | should like to direct your Improved communications: the pay-off

attention to the Iefthand_ side. Ac- = e
cording to SRI, the office worker S 30 minutes
spends two Ijours of hfs'cfay in non- fomcommunications gl il e
communications activities, shut . No answer
away from the world. For the other // S0 mifiliess
six hours of the day he is communi- Sioet ) i il RS
cating with people, either in his own itk / B
office or outside to the world. It is i oo i

this six hours a day in whichwe,as [ =~~~ /

communications specialists, are 10 minutes
interested. Change media

Source: SRI

Let us see how efficiently the office
worker uses that six hours of his
day devoted to communications ac-
tivities. On the righthand side of the slide | have broken down the time wasted at present due to
inefficiency in the communications systems, in particular, the telephone communications
system. | am sure that the examples that | am going to guote are commonplace to you, even
though you may be surprised at the actual time spent in these various areas.

The first 30 minutes of the six hours is spent making abortive calls. Eor example, you ring some-
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one and his number is busy; or you may ring someone and he is out of the office altogether; or
someone else will say that he is going to call back, but he never does. So you have 30 minutes

of your six hours already wasted because the telephone exchange and the telephone switching
system itself is not doing its job properly.

The next 60 minutes is rather more difficult to eliminate, because this is much more of a human
problem. You have called someone and his secretary has answered the "‘phone for him and said,
“He’s in a meeting but I'll go and call him’*, and you are sitting on the line while he hums and
haws about coming out to speak to you. So 60 minutes can be wasted just trying to get hold of
the right person and to induce him to come and talk to you on the ‘phone.

Again, if you are in the middle of a very intense piece of work and the telephone rings, that
creates a disruptive problem for you. The interruption creates an inefficiency in your own
timescale, because you have got to respond to someone outside, and possibly search around in
your office for some piece of information which you have hidden in Dataland. You have got to
come back with a sensible answer, satisfy him, and then go back to your work. It can take you
five or ten minutes just to remember where you were and to regain your line of thought. So
there is a major wastage factor in that element of communication.

Then there are some fairly trivial aspects such as taking messages for other people, or going
from a telephone to a telex machine to confirm a telephone call. Those aspects are to do with
shifting from one communication media to another, but they constitute a waste of time. So
even if you do not believe my figures here, | am sure that you will all acknowledge that there is a
major case for improving the efficiency and productivity of communication. | know that many of
the first-generation SPC exchanges were sold on the basis that they saved six minutes of execu-
tive time per week because of the speed of abbreviated dialling. We are not talking about that
sort of saving but about something much more fundamental. We are talking about the basic

nature of the telephone system — its interactive nature and the problems that it poses in terms
of disruption on time and inconvenience.

So that is one very interesting area of payback. If we can provide products, and functions within

products, that can tackle those areas, then we are talking about a major impact on office
productivity. ;

To be able to tackle such complex and sophisticated aspects of office behaviour we will need a
lot more power and technology than the traditional PABX provides us with at the moment.
Yesterday we were told about many of the developments in component technology and voice
processing technology that could give us economic processing capability in the next 10 years.

First, | should like to look at the PABX as it is today and to see just where the impact of
component technology and the reduction in the cost of components will affect today’s PABX.
Then | should like to describe where new functions could evolve from. If you pull off the front
covers of your PABX and look inside, you will probably see a mass of spaghetti; butif you are a
discriminating observer, you will notice that it breaks down into four different components,
which | have illustrated on the next slide on the following page.

There is the component that | have called an interface. It is the interface that takes the signals
from the outside world, the analogue world which connects to your telephone or to the public
telephone exchange, and brings those signals into the inner world of the PABX. In fact, today,
increasingly that inner world is a digital world, quite different from the outer world of analogue
signalling. Once inside the PABX you have the big box in the centre called the switching
circuits. That may not consist of a whole lot of physical relays or selector switches as it did with
Strowger technology. Today, it may be something much more akin to the bus or highway of a
minicomputer. Nevertheless, that box provides the basic switching function that connects one
subscriber to another within the exchange, so it is a fundamental part of the exchange.
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Supervising those two components is the common control circuits. These are the circuits that
allocate switching facilities to incoming subscribers, monitor the level of traffic in the exchange,
and generally supervise the running
of the exchange. It is a very impor-
tant part of the PABX. Last but not

PABX hardware components
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least is the power and the ironmon- o n

gery that keeps this PABX alive and - iy e

well ; circuits ;
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for by the power supply element. The shift from analogue circuitry in traditional space division
switching to time division technology, which exploits the digital world, means that we can
expect a rapid decrease in the price of the switching circuits and the control circuits because of
the impact of digital circuitry. The forecast by one major PABX manufacturer for machines de-
signed in the 1980s leads us to believe that the cost of the switching circuits themselves —
which may become just a digital bus — will virtually fall to zero. Also, the cost of the common
control element, which will probably be a number of microprocessors, will begin to fall
dramatically from a hardware point of view (the cost of developing the software is another
matter). Compared to the switching and common control elements, the interface circuits will
stay at a very high price because they need to interface to a very messy, analogue world, which
has high currents and requires a considerable amount of circuitry.

What are the implications of these cost changes? One obvious implication is that it does not
really matter if you over-design your switching circuits. Why not build the switch to handle as
much capacity as could possibly be forced through the exchange? Traditionally, PABX
designers have designed them to handle an activity level of about 10%. If your telephone is off
the hook for about 10% of the day, the PABX will cope with that traffic. But what happens if we
have our telephone off the hook for 100% of the day? This could happen if we are using a data
terminal through the telephone, or if we have a four or five-hour conference call? Today, such
usage of the telephone by everyone in the organisation would totally disrupt the traffic patterns
of a PABX. But, if you increase the switching capability of the exchange to the point where
there is unlimited switching capacity (what we call a non-blocking switch), then we can cope
with as much traffic as you care to push through any particular terminal.

So, it makes a lot of sense to provide a non-blocking switch, and the incremental cost of
building such a system will be smaller and smaller, to the point where it really will not make
much difference. On the control side, we have built our exchanges to handle simple voice
communication patterns. Why not add some extra processing power there, just in case we need
to make use of it for, say, the processing of non-voice traffic? Again, the obvious consequence
here is that it will not cost us much more to double the size of our processor or the main memory
in the processor. We will add a little bit of cost to the total PABX system, but on the other hand
we will have a lot more flexibility and, as a consequence, we can begin to think about handling
not just the traditional voice traffic but other traffic as well.

| have now looked at the traditional PABX. If we look at the more far-reaching aspects of voice
processing that have not yet revealed themselves in the market today, we notice that voice,
when it is turned into digital signalling, is fairly messy and requires a large number of bits for



represer_ltation. The number of bits required is rather overwhelming if you are used to the data
processing W:Ot’l(_i. The_re_fore, you need a lot of storage and a lot of processing power to be able
to handle voice in a digital form — to process it, to file it, and to transform it.

The first thing that we are in sight of

doing today is to take digital voice at s enies

64,000 bits per second and com- el il ps
press it down to a more manageable S

bit rate. As you can see in the slide, Commentary 0 - 8000 Hz
we can compress 64 kilobits per ol

second (which is the the top level of

toll quality voice communication) Sl 300 - 3400 Hz
down to 16 kilobits per second with- 2855

out any loss in the quality of the 18 =

speech. 16 kilobits per second is still 9671 communications

higher than our traditional data pro- Z:_ o

cessing transmission rate, but it is Sl

more manageable. This compres- [

sion can be performed by a single
microprocessor in a telephone so
that the cost of doing it will become almost trivial.

If you combine the compression of digital voice into a slightly more manageable bit rate with the
rapidly reducing cost of random access storage, then you have an increasingly attractive
formula for store-and-forward voice systems. During the 1980s, the economics of voice storage

and, ultimately, of voice recognition and of voice synthesis, will gradually move nearer to what
we can afford.

To give you an example of where voice store-and-forward is rearing its head as a service, we
need to look at the United States. Bell Telephones, who provide the majority of the public
telephone facilities in the States, have just introduced a new service called advance calling. This
is based on the digital storage and compression of voice. | should just like to give you a feel for
the facilities that they are offering, and the price.

The facilities are divided into two parts. The first part is either a business or a domestic facility
where, as you leave your house or your premises in the morning, you ring up the central public
exchange and leave a voice message in the exchange. When you ring the central exchange you
are talking directly to a computer. You put the voice message into the exchange, and you then
tap out on your push-button telephone the destination number to which that message has to be
delivered. Finally, you tap out the time at which the message has to be delivered, and you then
put your telephone down and go off to work. The computer takes care of the rest. It makes the
call for you at the appropriate time, and it delivers the message. If the line is busy or there is no
response, it keeps on trying until it has delivered the message.

You can also ring the public exchange from any different telephone that you want (for example,
when you have reached the office), and check on the status of the call delivery. The exchange
will respond and tell you whether the call has been delivered.

The second example is much nearer to home. Itis really a telephone answering machine service,
whereby somebody calling your home or office when you are out can leave a simple recorded
message at the central exchange. You can then collect that message either from your home or
office telephone or from any other telephone.

You would think that those two facilities, given the cost of storage and digital voice compres-

sion in the 1970s, would cost a fortune. But | should like to point out that those two facilities are
provided virtually on an unlimited usage basis for $3 per month, which is a fractional increase in
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the monthly telephone charge of about $20 a month. So you can see that tr]e economies of
scale and the voice processing technologies really have brought new functions into the realm of
the domestic and business user.

| said that | would provide you with a background for the developments of vo_ice communica-
tions in the '80s, and | said that that background really consisted of commercial and technical
forces and factors that would influence change. | hope that | have convinced you, first, that the
markets both in the USA and in Europe have reached a fairly critical stage in the PABX voice
communications area, in that they are both hotly competed for. In the States, the mark_et is
approaching saturation; in Europe it is still almost embryonic, but there are a lot of competitors
looking to move into the market. Everybody is looking for a new product alt_ernatlve, or a new
strength to their product line. At the same time, from a technology point of view, we are rap|_dfy
approaching the time when the cost of voice processing — actually manipulating voice
information — is coming down to an economic level that we can exploit in the design of new
equipment. So we have a need and a solution that are coming together to provide us with the
tools to do some exciting things in voice communications during the next 10 years.

When looking at what is happening in Europe and in the States at present in the development
either of second-generation PABXs or of new product ideas associated with voice switching, |
have tried to sift out two fundamental trends. | should like to use examples today to illustrate
those trends so that | leave you with a picture of two particular directions in which suppliers are
beginning to move. | think that these two trends form a useful basis for discussion of just what
will happen to us in Europe in the next 10 years.

The first noticeable trend, which is coming out of the USA, is that some of the suppliers have
grabbed the bull by the horns and are involved now in designing second-generation SPC
telephone exchanges from scratch. You may ask, “What on earth does that look like?"" | would
be loth to recommend any particular supplier as being the ideal example of a second-generation
SPC PABX, but | do want to use one particular company and one particular product as an
example of what | believe a second-generation PABX may contain.

The product may be familiar to some of you. It is called the Integrated Business Exchange.
Notice that is an IBX not a PABX, and we can see the subtle change from voice to information,
or integrated business. But there is a subtle change of emphasis there, even in the name. From
the point of view of design and technology, naturally enough we see all the latest components
of technology incorporated in the system — for example, ample use of fibre optics. Voice is not
switched in the traditional circuit-switching sense, it is packet switched. Again, that looks very
much like getting on to the voice-plus-data bandwagon, and making the switch compatible not
only with voice communication but with data communication.

The cost of switching and of processing is coming down, so naturally enough the IBX is
designed as a fully non-blocking switch. It can handle unlimited traffic from all terminals,
regardless of duration or activity. It has a massive processor compared to anything that has
been built into a PABX before. It has two 32-bit microprocessors, 4 megabytes of main memory
and a lot of distributed memory around the machine

Functionally, the first thing to notice is that it covers a very large range of lines, 100 lines to
4,000 lines. | prefer to call these ports because, again, we are not talking about a traditional
telephone exchange. For reasons that | will demonstrate soon, a port can handle both voice and
data and is no longer specific to an extension line or to an exchange line.

Every port on the IBX can handle both voice and data concurrently. In fact, each port has a
transmission capacity of 128 kilobits per second, which accommodates 64 kilobits per second
for voice, so that one single voice conversation can be made down any of these ports, and at
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the same time a data conversation of up to 56 kilobits per second can be carried out con-
currently from the same port.

The IBX is functionally equipped to handle all sorts of data communication and can process
data on the fly to provide data facilities that are much more at home in data networks than they
ever were in PABX networks. Finally, the IBX is not just a box that gives you a front window to
the public telephone network; it also provides you with a front window to the public data net-
works that are coming on stream, both in Europe and the USA.

Looking at the IBX in a little more ~ megrated business exchange
detail, we find that it is no longer
one big box that fits downstairs in

the basement. In fact, it is a whole o ;’%} | oo
kit of parts consisting of small = At
modular units that can be assem- — B
bled floor.by floor, across the build- = jla
ing, and that provide local switch- N | ree

ing, rather than wiring all the way
down to the basement.

However, what it does have is one
master control unit that represents
the nerve centre of the exchange.
The master control unit is a packet-
switching unit that will handle voice
or data transparently. Modular switching units, which each handle 256 ports, are bolted on to
the master switching unit. The modular switching units can be assembled around the building
and are linked to the master control unit by using fibre opfics.

The IBX is also modular in the sense that it will accommodate both voice and data. The
telephone is no longer called a telephone but is called integrated terminal equipment. This
equipment provides you with a handset and a variety of data features and data ports for
accommodating different types of terminals. So with the IBX you really are moving out of tradi-
tional voice-only systems into voice plus data in a big way. On the slide you can see data access
ports to provide communication into a variety of public data networks, as well as to the public
voice network. The IBX also provides a variety of different terminal interfaces for specific
applications such as telex, word processing, computing and so on. So the IBX is a modular unit,
and is quite different from the traditional single-box PABX. It is very much intended to handle
voice and data together.

What the suppliers of the IBX are
trying to achieve is a coming to-
gether of the separate communica-
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or non-voice) that you are likely to find in the near future throughout the office. vanously, an
office configurator requires ample traffic handling capacity to connect all these dewcg—:'s together
as and when required. It also requires the processing capability to undertake the delicate trans-
formation between one terminal type and another. For example, when a word processor Iog.s
into the configurator, the configurator recognises that terminal as a word processor — in fact it
is recorded in its class of service — and then provides the appropriate transformations, say, to
the telex network, so that you can use a word processor to talk directly through the private
network to the telex network as though the two were entirely compatib!el. The _ofﬁce
configurator, therefore, provides the maximum amount of connectivity, and it provides a
physical integration of all types of terminal.

What | have just described is rather like a sledge hammer approagh to the integrat_ion of voice
and data: just put it all together into one massive machine that will handle everything that you
like to throw at it.

The other, more subtle and conceptually more exciting approach is the functional integration of
voice and non-voice systems. Instead of thinking about the physical wiring and about bringing
all the traffic together in the same terminals and the same pieces of equipment, let us try to
think now more about the way in which we use the terminals, the telephone, the telex machine,
the data processing terminal. Let us try to make some functional links between these systems
which could improve our productivity and the efficiency with which we use these systems.

Now | should like to pass on to you a
conceptual model of a commercial Vewe: the kay'to business commiioation:
organisation to show just how

important the telephone is, and how

well related the telephone is to a

number of other information sys- @/
tems, which may at present be man- Messages
ual systems, or may already be em-
bodied in data processing equip-
ment.

If you look at this very simplified i
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company, incoming calls may be of
a variety of types. They come to the
switchboard operator. The operator
then decides who to pass these calls
on to, and then, in some way, shape or form, those calls are dealt with. For example, an
incoming call may be to a senior manager. The operator has no way of knowing who is making
that call; it may be an advertising agency or a salesman trying to pass on some information, or it
may be a high-level contact that the senior manager needs to talk to immediately. The call goes
through the switchboard and is automatically passed on to the secretary. In many organisations
the senior manager, from the point of view of minimising the disruption of the telephone, will
prefer his secretary to interview the caller initially, to screen the caller, and then possibly pass
the caller on to the manager. To do the screening properly, particularly if the secretaries are
transient temporaries, the secretary needs to have some form of database, be it just a list of
names or an information system that gives her a list of important clients and contacts to whom
the senior manager must talk. So already we are involved in some related information system
that will help that secretary to process the call and pass it through to the manager. Again, if the
caller does not really have to talk to the manager, that same information system can be used to
record a message (for example by keyboarding it into the system), which can then be passed on
to the manager for his later attention. This screening of calls does not need to be handled by a
one-to-one relationship between secretary and manager. It could be one secretary for a whole
sales department. For example, the secretary can perform the job of operator for many different

people and, with an information system by her side, she is much better equipped to be able to
respond to the caller.

Telesales

Messages Orders
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Another call arriving at the switchboard may be a general enquiry for a product of the company,
and it will be routed to a general enquiry office. This office may be staffed by some specialised
staff, or it may be staffed by some uninformed people who need a very elaborate database to
provide them with accurate knowledge of the company’s products and services so that they can
respond effectively to the telephone caller. So again, if you want to achieve a high level of
service, you have a link between an information system and the caller.

Last but not least, a large number of calls of a general commercial nature arrive at the switch-
board. These calls might be potential sales coming into the company, or you might have tele-
sales girls making repetitive calls out of the company. You are in a dialogue with someone who
wants to place an order, so, ideally, you require a data entry system in front of you so you can
enter that order immediately into an information system. The information system will then
pump the order through at maximum possible speed into the commercial organisation to get the
order out on time. So there is a definite linkage there between the enquiry that comes through

the telephone, and some form of data entry system that will enable the order to be processed
and acted. on.

If all that sounds like a scenario of the future or double Dutch, it is not quite so because people

are genuinely looking at and implementing related systems that provide a link between the
telephone and the commercial information systems in a company.

| should like to exemplify these trends by looking at three positive examples drawn from Europe.
The first one is the Pharma Bauer Pharmaceutical Company in West Germany. Five years ago,
they had 40 telesales girls sitting at manual switchboards, making repetitive calls each day to
obtain orders from thousands of retail outlets — pharmacists. All they needed to do was to ring
up the chemist, ask him what he needed for the following day, record his response on a
computer terminal in front of them, and pass on that information. If you think about that
process, two-thirds of the girl’s time was spent getting through to the pharmacist and copying
down his order. One-third of her time was spent in saying, once she had the order, “How would
you like to take advantage of our new bulk offer on Disprins today?” or, “"Have you thought of
buying some Senecot?’ Then she would be able to expand the order and really do her sales talk
rather than just act as a sales clerk.

Surprisingly enough, it was possible to eradicate two-thirds of her work through a very simple
form of automation. The company had just bought a new SPC PABX. The company also had a
mainframe that was used for entering the orders and had customer files. It also had the
telephone numbers of the pharmacists to help the girl when she was making the calls. Someone
said, “Why not ask the PABX to dial those calls automatically?”’ So a link was made from the
mainframe through to the PABX, to initiate automatic dialling to each customer on the
customer list. At the same time, each customer was given a terminal in his own sales outlet
where he could enter his daily requirements on to the terminal, early in the morning or late at
night. When the automatic call was made to his shop, the computer was immediately
connected to his terminal and read off all the orders contained in the terminal before involving
the telesales girl. As soon as the orders were read, verified and placed in the customer file, the
computer instructed the PABX to link the call to the telesales girl who is sitting at a telephone.
In front of the girl was a VDU that provided her with a full list of this particular customer’s
requirements for the day. The customer is given a little shout by the computer to tell him to
come to his telephone, and the telesales girl can then negotiate with him immediately on bulk-
discount packages or new product opportunities. The net result is that only one-third of her
time, the productive selling time, is now utilised. In this way Pharma Bauer produced a 200%
improvement in the productivity of their telesales girls, merely by adding a wire to the control of
the PABX. There was no clever physical integration, just a simple link between the two systems
and a little bit of systems thinking between voice and data.

A second simple but effective example of voice and data systems coming together is the
telephone answering service, which is underplayed in this country but in the States is a major
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way of life. Traditionally, you have a girl sitting at a manual switchboard with a lot of I.ittle
pigeonholes in front of her, one for each subscriber to the service. As a call comes in, she gives
the single number belonging probably to the answering service itself.

She then responds to the enquiry, writes out a message for the subscrliber, and puts it in his
pigeonhole until he rings in to collect it. These services were very expensive, because they were
labour intensive with girls sitting at manual switchboards. Also, the telephone system itself was
very inefficient, and the level of service was poor because the operator never knew which
subscriber was being referenced as the call came in.

What has been achieved recently is the linking of a much more modern telephone system — an
automatic call distribution board — with an information system. A call that is forwarded from a
subscriber’s telephone to the telephone answering service bureau initiates a request from the
information system for information about the particular subscriber being called. That
information is displayed in front of the girl, on a VDU, and, as she takes the call and talks to the
person, she can respond immediately with the salutation provided by the subscriber. She knows
all about the subscriber, his hours of work, perhaps even where he is today because he rang in
earlier to leave a message. She can make a very intelligent reply to the incoming caller. She can
record the message quite simply, and put it back into the information system. Later in the day,
when the subscriber rings in, she puts in his personal code, and up comes the information. In
this way, you have not only radically improved the efficiency of the girl because she is able to
handle more calls per day. You have also improved the quality of service that you are providing
to your subscriber, by personalising it, by exploiting the information system to improve the
amount of information available to the incoming caller.

The third example of functional in-
tegration is the elusive area of elec-
tronic mail, which everyone is plan-
ning to introduce but has not quite
done so. How can electronic mail
possibly link up with the telephone
system? This slide does not show a

Functional integration: electronic mail

Message centre

real live example, but it is an ex- =R s
ample which is being worked upon. Voice e i

There is one common element that
an electronic mail system should or
maybe could have with the tele-
phone system, and that element is Telephone
the physical address of each sub- ks
scriber within the organisation.
That address is where his mail goes
and that is where his telephone calls also go. So the logical link between these two systems is
the telephone directory. If the telephone directory is shared between the telephone exchange
and the electronic mail system, it does not matter if you are using either a voice electronic mail
system with voice store-and-forward which can be accessed by the telephone itself, or a
terminal which is sitting next to the telephone but addressed by the extension of the telephone.
In either case, the telephone directory defines the subscriber.

The other common point of reference shown on the slide could be — and this is just a
hypothesis — some form of message centre within the building. An external call that is made
into the building which is unable to reach a particular person can be re-routed to the message
centre. This centre may be one girl at a keyboard. She will take the call, record it in the
electronic mail system, either verbally or by typing. The message then sits in the electronic mail
system, and when the person returns to his desk, he either picks up the phone or looks in his
electronic mailbox and the message is waiting for him. So the whole problem of abortive call
making, both external and internal, could be overcome by a simple conceptual link, rather than
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by a major physical re-work of these two systems. This link can be a shared database, which

may be shared physically or conceptually, together with a telephone located next to a data
terminal and keyboard.

| hope that those three examples show you that by providing some sort of control link — not a
major physical link but a simple control link — and some system unification between the
telephone network and the information systems that are already available in most commercial
organisations, you can, in general, improve the productivity of individual functional groups or
staff by a substantial amount — up to 100% or 200% in the examples that we have seen.
Productivity improvements of that order are something that you can go out and sell without
having to produce some form of elaborate new PABX design.

To review the blue-sky product opportunities in the 1980s | have talked firstly about the second-
generation SPC PABXs. Second-generation PABXs throw technology at the switching problem
and, in doing so, create a vast amount of flexibility, with great reserves of switching and
processing capacity that you can channel into the handling of non-voice communication as well
as voice communication. But | have also tried to show you that you do not need to take this
heavy-handed approach. By merely linking systems in a control sense you can achieve not a
physical integration, but a functional integration between systems which will give you equal, if

not greater gains in productivity, without a dramatic change to the hardware and software that
you employ in your organisation.

| emphasised the blue-sky approach. What happens in the marketplace in reality is somewhat
different. | will now take you quickly through the US and the European marketplaces to form a
perspective against which we can gauge possible trends in the 1980s. The USA is a market
dominated by one single carrier — AT&T or Bell — which, rather like the PTTs of Europe, has
been the traditional supplier of PABX and voice-switching equipment. In the 1960s, the inter-
connect industry emerged with licenses granted to private companies to provide voice-
switching equipment for private use. You had a sudden surge of commercial activity and some
real ““get-rich-quick’’ boys got on the bandwagon. One interesting aspect of the interconnect
industry is that it has demonstrated just what the US market is looking for. Bell spent many
years pondering that question but never really came up with the answer, judging by the
spectacular success of some of its competitors.

To give you an example of the inter-

connect industry and what qualities

these people have built into their o e s201
products to achieve success, |

should like to take the Number 1

company in the US interconnect

industry, Rolm, and show you it_s et
staggering success. From 1976, this

company which had been rugged-
ising minicomputers  suddenly

The Rolm Corporation

turned its hand to telecommunica- $55

tions, and clothed its minicomputer o

with a few analogue interfaces, and 220

called it a digital PABX. As you can b i 197 e 1

see on the slide, it did the company
no end of good because it has in-
creased its revenue by tenfold in the last four years, and there are not many companies around
that can do that. It has since gone public, and everyone is laughing. Rolm did not base its

miraculous rise to power on fantastically modern pioneering technology like the IBX that | have
demonstrated to you.

On the slide on the following page you can see that deliveries, in terms of systems, are now up
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to 3,800 systems in the USA. All Rolm has done is to carefully packag_e up a very simple box
which they call a CBX (Computerised Branch Exchange) and that box did not go wildly beyond
the expectations of the users. :

Rolm’s strategy, which was a direct B IS

response to Bell’s traditional offer- i T e pebs
ings, said “We can do all that Bell 1
can do. We can do it at the right 3500~

price. It is 100% reliable. It will not Tl

throw you into a great spin of tech- e

nology and confusion. It is simple;

we install it for you; and you can for- 2000+

get about it"”. In fact, their success 1500

was really commercial packaging, sy

not technology. If you look at the

technology used in the CBX, it is 500

30
1975

hopelessly out of date and Rolm is
probably going to redesign the tech-
nology. But that does not matter
too much; it is the commercial suc-
cess that really counts and Rolm has certainly achieved that.

976 1977 1978 197

If you look at that staggering number of 4,000 units delivered, and compare it to the IBX, which
has been around for a year or two — there is one IBX system installed and one on order. You
begin to wonder who is making progress in this world. That is the reality of the American
marketplace. There are no points for pioneering; it is just good commercial commonsense that
brings you ahead.

Europe is a little different. We do not have an AT&T, but we do have the PTTs — British
Telecom and its associates around Europe. They have produced an entirely different
environment for telecommunication products to the USA, and it is important to understand that
when you consider the possibilities in Europe. The rules that govern the European telecommuni-
cations environment are essentially decided by the PTTs, because it is the PTTs who install and
provide your telephone. They provide the internal wiring to a building, and they provide the
public telephone service. They are therefore very interested in the PABX, its function and its
design. They maintain the PABX, so logically they have to approve every new product that
comes on to the market. It is this approval cycle and the cost of approval that determines the
European market environment for voice switching technology. This is the major obstacle that
every supplier coming into Europe must negotiate and comprehend. Each supplier must change
and mould his product strategy to accommodate this important constraint.

It is the uniformity of type approval procedures that has produced today in the UK about six or
seven SPC PABX suppliers, all of whom produce very similar products in terms of state of the
art technology, features and facilities. Type approval procedure is a powerful levelling force in
terms of technology, and a very sobering force in terms of technological innovation. It
constrains suppliers to a very cautious, slow progression in technology. The result is to be seen
in the European market, where you have a number of well-matched, uniform, large companies
competing in the marketplace. There is no opportunity for the entrepreneur, as there was for
Rolm in the USA, because it is only the large suppliers who can play the cautious, slow,
deliberate game that the type approval process dictates.

In contrast to the USA, the European marketplace is not fast-moving; it is not highly commer-
cial, it is well controlled, and it is very uniform. If we review the different ingredients of success
in the USA and in Europe, the US presents us with a very fast-moving picture where virtually
anyone in a garage can design a second-generation PABX and be on the market within a year
with no problems. In Europe, however, you need to have a lot of money to be able to negotiate
the PTT approval cycle just to be able to establish your product — not just in one country, but
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perhaps i.n seven different countries. This costs many millions of pounds, and is obviously a
disincentive to escalating the process of technology.

What does all of this say to us about the future of PABX developments in Europe? | have given
you the background of, and an introduction to, the two fundamentally different areas of
development that | believe are beginning to take place in the market. The first development is an
emphasis on building a new generation of switches that address the question of physically inte-

grating_all your ir_mformation systems together into one uniform network that will handle all sorts
of traffic, and will provide the maximum connectivity.

The_z second aspect is functional integration, which does not really begin to address the physical
wiring problem, but looks at the way in which one system is used in relationship to another. For

example, how is voice used in relationship to data processing, or in the generation of text or
images.

Also, how do we use telex in relationship to the telephone or to facsimile, or to a straight-
forward data enquiry or data entry system. Functional integration is a much more subtle
approach. It is less dramatic in terms of technology, but could be more dramatic in terms of
productivity. That is the background.

From a commercial point of view in Europe you have a lot of suppliers fighting for a share of the
market, but they are all evenly matched and they are desperately keen to provide their products
with a leading edge. So they are beginning to unjumble all these product opportunities, to try to
grab for themselves some part of the office systems market of the future, which they can indivi-
dually exploit and build, hopefully to their own advantage in the marketplace. European
suppliers are constantly looking over to the States, seeing all this rampaging new technology,

and saying, "'ls there anything in this for us, or do we have to set our sights in a different
direction?”

| have tried to summarise for you the basic options in Europe, the first being the simple option of
throwing technology at the traditional PABX, as we have done in the past. Decade by decade
we have progressed the design of the PABX. But now we are beginning to realise that the cost
of throwing technology at the problem is so enormous in terms of PTT approval that the gains
are not necessarily worth making at that price. If you look at the announcement of the IBM 1750
telephone exchange, it caught quite a lot of people by surprise because we were all assuming
that it would be some fantastically new advanced fibre optic switching box, and that, rather like
the IBX, it was going to do and say everything there was to be said about telecommunications.
In fact it was a scaled down version of the 3750. When you sit back and think about IBM’s
telecommunications product strategy, the 1750 was the cleverest thing that IBM could have
done, because to have brought in a totally new technology would have undermined the credi-
bility of the 3750, and also would have caused IBM innumerable problems (and a five-year
procedure) to get the new technology through the type approval procedures of British Telecom
and its equivalents overseas. So IBM settled on the practical, commercial realities of Europe,
and brought out a product that was very much compatible with existing technology, and that
provided no cause for concern as far as maintenance and type approval were concerned. IBM
were therefore able to get the 1750 into the market immediately.

As a contrast, the alternative option in Europe is to make the best of the situation in which you
find yourself. Most of the major suppliers in Europe have now launched their first-generation
SPC exchanges. None of those exchanges represents scintillating, exciting, new technology —
it is all pretty standard, down-to-earth technology. But now that their first-generation SPC
PABXs are in place and their customer bases are gradually being built up, the obvious next step
is to incrementally improve the capability of their existing PABXs. This incremental improve-
ment can be achieved either by establishing the sort of links that | showed earlier with other
forms of information system, or by improving the effectiveness of the PABX itself (for example,
by providing a greater emphasis on networking). If a supplier has brought out a medium-sized
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switch he can then bring out a couple more switches — a small switch and a very large switch,
with the appropriate software that enables him to sell either to exrgtmg_ or to new cgstor.ne.rs_
The supplier is then in a position to improve his revenues whilst he is still selling to his existing
customer base.

If you are a supplier, you can take advantage of non-voice communication, _po_ssibly in the func-
tional sense, and you are at liberty to add on hardware modules to your existing product range
to accommodate non-voice functions outside the PABX, unlike the integrated approach of the
second-generation exchange, which causes you too many problems and frustrations with the
PTTs.

Eventually, a supplier has to take the difficult plunge into second-generation technology as
events speed up in the States. | know that Rolm, Northern Telecom, Itel and all the major
suppliers will bring out second-generation PABXs within a year, and there will be some pressure
on European suppliers to do the same. But | cannot see this being a viable commercial proposi-
tion in Europe for another five years, mostly because of the cost of type approval. Also, in
Europe we make a careful separation between voice and data, since the voice network is heavily
controlled by the PTTs and the data network is, to a certain extent, free of PTT control, at least
for the moment. Those two networks have been developed almost with total indifference to
each other, because of the fundamentally different effects on the marketing of products in
these two areas. So there will be an inducement to the bitter end both to keep voice and data
separate in a physical sense, and to prevent the data communication markets coming under the
scrutiny and careful control of the PTTs.

What a supplier has got to do to steer his way through the type approval process is to bring out
new systems which incorporate, to a large extent, existing technology and existing design
criteria, but which also provide improved functions by adding new boxes, new software and
new capabilities, without causing a major disruption in the type approval procedure.

So what does all that mean to the network planner who leaves this conference today, and has
another look at his private voice communication network? | have emphasised that in Europe it is
my firm belief that the European suppliers have got to maintain a slow, cautious approach
towards enhancing technology. So you are unlikely to find your IBM salesman greeting you at
the door, saying, “Now about that 1750 that you’ve just installed — | can sell you a fantastic
new 4750 that completely obsoletes all the technology that you’ve bought from us in the last
five years”. If you do not believe that IBM would do that on the voice side, you have plenty of
evidence that it is already doing that on the data side. Why cannot IBM do that for voice as
well? There is one simple answer: IBM cannot afford to do it. They just cannot afford to take on
the PTTs again so recently after they have gone through the painful and costly first-generation
type approval process. | think that also applies to all the other established telecommunications
suppliers in Europe. So the suppliers have got to provide an incremental approach to upgrading
their present systems. They have got to provide you with new software, new add-on bits and
pieces to improve the voice function, to provide low-activity data functions that will not disrupt
the traffic handling capacity of your existing installation. Thus suppliers are likely to add on data
support boxes, and they will also become more involved in the total environment in which the
telephone finds itself. In other words, telecommunications suppliers will involve themselves
with the office systems environment, so that they can plan and understand the relationships
between the telephone and non-voice systems. As communications specialists, their aim will be
to really address the wicked problem of inefficiency that the telephone has always represented
in the office, and that no one to date has ever been able to tackle and overcome.

So, itis an incremental strategy that will allow you, the network planners, gradually to improve
your voice communications, based on your existing investments, or on the investments that
you are about to make in current day technology. It is my belief that you are not about to be
unseated by some frightening news of new technologies that will make your existing invest-
ments obsolete, despite all of the pointers that we see in the USA.
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So | end my presentation on a note of confidence and reassurance to you that the future will see
a cautious, gradual change that will be to your benefit, rather than a quantum leap into the
future without any pre-knowledge or warning of just where that leap will take us.
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SESSION F

DEVELOPMENTS IN
ELECTRONIC FILING SYSTEMS

Gregory Peel,
System Development Corporation

Gregory Peel joined System Development Corporation in 1972, after receiving his masters
degree in Business Administration from UCLA. After three years as a systems analyst in both
military and commercial areas, he served for two years as the corporate assistant treasurer.
Since 1977, he has held positions in the electronic publishing systems market area, first as
divisional controller, then as manager of operations, and currently as marketing manager. In this
position he has responsibility for marketing, sales, and planning worldwide for product lines for
the publishing industry.

One of the problems in talking to people about electronic filing is to define the problem that we
are trying to solve. Technology has got to the point where we are able to offer a variety of
different devices for storing and retrieving information, but how will those devices be used both
in the office of the future, which is one of the things that people talk about constantly these
days, and in the office that exists today? | will start by defining the problem as | see it, and | will
then examine the use of electronic filing in the automated office.

I will follow that by a look at the origins of electronic filing systems and at the particular tech-
nologies that have evolved into the current filing systems that are available electronically. | will
take a deeper look at some of the current technologies which | believe will be useful to you and |
will try to evaluate the systems that are available today.

| will also take a look at future developments. It turns out that most of those developments have
been covered in previous talks in terms of voice processing, increased storage capacity, and
image processing, but | will delve into them a little as they particularly apply to electronic filing.
Then | will summarise what | have been trying to put across today.

| should mention at the start, and then not mention it again, that the reason | was invited to
speak at this conference was that my company and myself have been involved, in some depth,
with electronic filing systems for the past few years. We have a new product that we shall
introduce shortly, and we believe it is the state of the art product. | will try to avoid the crass
commercialism today and deal with the subject on a more general level, but | invite any of you
who are interested in electronic filing systems to join the session tomorrow morning when | shall
be happy to give you a preview of what the system will be like.

The problem that we are trying to address is today’s information explosion. One of the key buzz
words now in the United States is the problem of management productivity. Booz Allen &
Hamilton have just come out with a major, multi-thousand page report on that topic. They have
said that there are indeed increases in productivity to be had in the management world,
although a lot of them are very difficult for people to put their finger on. But they believe that in
the next ten years various technologies will come along that will allow at least a 20% improve-
ment in management productivity in that time frame. | should like you to keep that in mind as
we go through the rest of my presentation.
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There are two particular areas that | believe will make both the cost and the results from elec-
tronic filing systems particularly justified in the next few years. One area is the ease with which

managers run these systems. Ease of use is essential to overcome any resistance that managers
currently have to using the technologies available.

The second area is the reduced cost of filing or data storage. This was talked about during a
number of the presentations yesterday. The cost of data storage has come down significantly.

However, it has still not reached a point where it makes it cost effective for businesses to put in
filing systems that can store massive amounts of data.

Let me now relate the use of electronic filing systems to the way in which current office proce-
dures work. Word processors are becoming quite widespread in the United States and are
starting to be used in Europe also, but even so there is normally a draft created by a manager or
professional, which is then input by a secretary or an administrative assistant on a word
processor. However, once the document has been input to the word processor, we go back to
the usual/manual functions of running off eight to ten copies of individual documents. Those
copies are distributed to various people throughout an organisation, and then filed in long rows
of filing cabinets. The problem comes six months later when you try to find the information.

If you take a look at the cost trends
over the last 20 years shown on the
slide, this does not make a lot of
sense. The average annual in-

Profiles of cost trends

creases of paper, of supplies and of Bl
people have been between 7% and

9% per year, while the cost of com- PR T
munications, data processing and # Communications downs 11%

memory have been dropping at an
extremely rapid rate.

Processing down 25%

Memory down 40%
The real use of an electronic filing 7960 1960
system is to replace the manual
functions with digital storage of in-
formation in the form in which it
comes out of either stand-alone or
shared-logic word processors. For
the next few years, managers and
professionals will probably, in most
cases, continue to prepare a manual
draft. But from the word processor /:l
onwards, the document will be re- E e
tained in an electronic form in a fil- St aone & terminas
ing system. This will allow automa- e % L
tic distribution of documents within R
an organisation, with the storage Electronic mail
and retrieval functions hopefully eli- e
minating the lost and misplaced
documents. Also an electronic filing
system can incorporate an electro-
nic mail system. As Roger Camrass
mentioned, electronic mail could be
handled by the phone system — by
an automatic PABX. However, another potential way of handling electronic mail is through an
interface to the electronic filing system. From there, information can be accessed either by word
processors, or by executive terminals which would be fairly dumb terminals that managers and
professionals could use for electronic mail and for the storage and retrieval of information.

Electronic filing systems use in automated office

Shared-logic word processors
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| have examined the requirements for an electronic filing system. We believe that the storage
capacity would have to be 100 million characters or more. This is equivalent to 20 file drawers
with 3,000 sheets of information per drawer and an average of about 1,500 characters a sheet.
Storage capacity of 100 million characters would be a minimum size that would be really useful
within an organisation. The system should be capable of retrieving documents on a full text
search in less than 20 seconds. If the retrieval times are more than that, managers and profes-
sionals will not use the system to the extent that it should be used. Automatic document
indexing would be an absolute necessity within the system, and the storage of full text would be
required. The system should accommodate spelling variations, and the capability to specify
synonyms for search terms by particular individuals should be available, so that a constant
researching of the file is not necessary for particular words and particular variations in words.
The system should also permit additional terms to be added manually to documents. For
example, in the United States, if you had documents that referenced Ronald Reagan you might
want to go back in the last couple of months and add “President’” to some of those documents
so that you could still access the documents that you are looking for. The system should also
provide for the easy retrieval and modification of stored documents so that documents can be
retrieved, have changes made to them, and be restored — hopefully in an online situation.

| also see the availability of electronic mail, or at least the interface to electronic mail systems, as
being a requirement for an electronic filing system. Also, | believe that a filing system will need
to provide back-up capability. This will vary depending on the application, but some back-up
capability will be necessary for archiving and retrieving systems, for example when computers
go down, which unfortunately they always do. Electronic filing systems will also require the
ability to communicate with a wide variety of devices.

On this slide | have shown the types
of storage devices, retrieval devices

Electronic filing systems communication requirements

and electronic mail devices that An electronic filing system should be able to communicate with:
electronic filing systems will need to Electronic
communicate with. There are a ' o, fesesl Hst
number of different word proces- AR W promntas " % i
sors on the market today, and we pklconytars X X X
believe that electronic filing systems Large mainframes X x X

will need to communicate with Communication networks x

them. Also, as various computer eiie

devices (minicomputers and large e X
mainframes) acquire the ability to Migosiiciige 2

communicate with one another,
electronic filing systems will need to
access a company's mainframes to
retrieve data for storage in the filing
system. Electronic filing systems will also need to communicate with communications net-
works. One network that is prevalent now in the States is Ethernet, and various other com-
panies are developing communication networks which it will be necessary for filing systems to
communicate with. Also, electronic filing systems will need to communicate with electronic
mail networks, of which General Telephone’s Telemail is an example.

Other electronic filing systems X X

For storing data and particularly for archiving data, by far the cheapest method is still magnetic
tape, and communication with magnetic tape would be an absolute necessity for filing back-up.
Finally, electronic filing systems need to communicate with other electronic filing systems, so
that organisations that are located in various countries around the world will be able to com-
municate with one another through electronic filing systems, and also use those electronic filing
systems for electronic mail.

Talking to a number of people interested in the office of the future and in electronic filing, we
have found that a much wider variety of applications is being discussed than we had ever
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believed possi.bl_e when we started looking into this area. Work group filing, project manage-
ment, and activity management are all areas within an organisation that will be applicable to the

future uses of electronic filing, in addition to personal filing and-electronic mail.

This slide shows that practically
every area within a major organisa-
tion can be used in the electronic fil-
ing arena. The 100 million bytes of
information that | quoted earlier as
being an absolute minimum require-
ment within a large organisation
could easily be used up by any one
particular area within a company.
Particularly in the legal area, one

Applications

Engineering
Specifications
Change orders

Marketing
Proposals
Account profiles
Competitive evaluations

Administration
Policies and procedures
Library card catalogue

Personnel
Skills inventory
Requisitions
Applications

Financial
Taxation analysis
Budgets
Credit reports

Purchasing
Contracts
Purchase orders
Vendor selection

individual would easily be able to fill LegLfégaﬁm support
up that amount of information. This i el
is another reason for the absolute

necessity to have filing systems
communicate with one another.

| want now to look at the origins of electronic filing, so that you will have an understanding of
where filing systems are coming from, why they exist in the forms that they do today, and hope-
fully that will indicate the path they will take in the future. There have been three separate
developments that have resulted in electronic filing systems: database management systems —
those systems coming from traditional data processing applications over the last 20 years; from
word processing which has been a fairly new development, particularly in terms of proliferation,
having taken off only in the last two or three years; and from micrographics which | will touch
on briefly. Although in many ways micrographics is an antiquated technology, it still offers
many cost advantages over other technologies that are available. These three different tech-
nologies have resulted in electronic filing systems, and the filing systems based on each of these
technologies have different advantages and disadvantages, on which | will touch briefly.

Let us look first at database man-
agement systems and the develop-
ment of electronic filing within Year Development
those systems. One of the first, and 1967
biggest developments that hap- goes
pened in my company, System Qe— INFOSANK T vt

velopment Corporation, was the in- ars e O e e e
vention of the inverted file system. 1973 STAIRS Offered as customer software package (IBM)

At the time my company was a pub- e oy S Dt Corprsin

Iic,_ non-profit company in the INEQEANKC Mot tork T

United States, so the |pverted file LEXIS/NEXIS — Mead Dato Certral

technology became public property, Software packages _ _

and it has been used in most of the e e e

filing systems that have been de- Selhids B0 ol nrilel

veloped to date. It has been very im-

portant in the development of

electronic filing. Bibliographic retrieval systems started to be offered about 1969 by a variety of
organisations, primarily headguartered in the United States. | have listed a few examples on this
slide. Most of those systems still exist today, essentially in their original form, and they are
available worldwide. The system that is offered by my company is Search Services, which is
offered all over Europe as well as North America and Japan. Most of the other systems that |
have listed are also available worldwide.

Data base management systems history

First inverted file system developed (System Development Corporation)

Bibliographic retrieval systems offered
ORBIT — System Development Corporation
INFOBANK — New York Times

The first real full-content retrieval system was the STAIRS system, which was developed in



1971 by IBM. It was developed by IBM for internal use in their law suit with the US Goverrjment,
the anti-trust suit that is still continuing and for which a court date has yet to be set. Back in 1_971
IBM had already accumulated such massive amounts of data that the lawyers could not possibly
cope with all of it.So IBM had their software development people put together the STAIRS
system which is based on the inverted file system that | mentioned earller_. $TAIRS turned out
to be a very good system for a number of IBM’s customers who had similar problems. IBM
started offering STAIRS as a customer package in 1973, and they are still offering it and
supporting it today.

Today, in 1981, a variety of bibliographic retrieval services are offered. Most of the ones that are
mentioned on the slide are offered around the world. There are a number of different software
packages that are offered in the database management arena. These packages tend to run on
large mainframes, and they practically all use the inverted file system that | mentioned.

If we examine the strengths of data-
base management systems, there

Data base management systems

are many advantages that primarily
come from the fact that you are
usually running these systems on
large mainframe computers. They
provide the ability for multiple data-
bases, due to very large storage
capacities that are capable of being
accessed by large mainframes.
Most of them allow full search on
content through terminals from the

Stren

Multiple databases on-line
Most allow search on content
Offers full text retrieval on-line
Powverful query language
Allows very large databases

Extensive available
communication

Weaknesses

Data processing orientation:
Requires specialized language

Expensive: Requires medium to
large mainframe computer

Limited access to information
by appropriate individuals

Requires structured files

Off-line storage and updating
from central files

No electronic mail capability

various databases that are available.

STAIRS and the other software

packages that | listed on the pre-

vious slide offer full online text re-

trieval. They tend to have powerful query languages which have been developed by program-
mers to allow access to data, no matter how obscure it is. They allow very large databases due
to the range of disc drives that are available today from most manufacturers. Also, because they
are on a mainframe, there is extensive communication available with all kinds of devices.

However, there are also a number of weaknesses. One is that because these packages were, in
general, developed by programmers as part of a database management system, they often
require a specialised language to be learned by the user. This has largely restricted the use of
these packages to either libraries within organisations, or to very specialised users who have the
need to learn that language to retrieve documents. As | mentioned, this is one of the two key
areas that will be dealt with in the next few years — simplifying the language and encouraging
managers and professionals to use systems. Because a medium to large mainframe computer is
required, these systems tend to be fairly expensive, although the cost of large mainframes has
come down dramatically in the last five years, and will continue to do so. If an organisation
already has a large mainframe available within its environment, it tends to make the installation

of a software package cheaper, but there is still an inherent cost in using that mainframe
computer.

Another weakness is the limited access to information by the appropriate individuals. This is
primarily due to the specialised language that is necessary. Because of the technology utilised
by these systems, a very structured file is required. This may not be such a bad thing for people
to start using. They will become as accustomed to using structured files within an electronic
filing system as they are to using structured files in their manual filing system. However, in the
future as technologies develop, | believe that unstructured files will become the everyday norm
that people will be dealing with.



Off-!ine storage is the way in which these systems are used and so updating from central files is
particularly difficult. Files or particular documents have to be deleted and then re-entered with

updated information. The final weakness is that, although some electronic mail capability is
available on large mainframes, it is generally of a limited nature.

| would like now to look at the word processing industry. A number of developments have taken
place in the last couple of years which have enabled word processing manufacturers to surpass
the electronic filing systems that are offered by the large mainframe manufacturers. The first
real storage device offered on a word processor was magnetic card storage, offered by IBM in
the mid-1960s. There are still thousands and thousands of these devices out in the field, and
they still have quite a bit of use left in them. The next development, which also came from IBM
as well as from Wang, was the use of floppy discs for storage from typewriters. This occurred in
the early 1970s, followed by hard disc storage being offered as an option on word processors.
This was first developed by Wang Labs in the mid-1970s.

In the last couple of years there have been some very interesting developments. One example is
AIM (Associative Index Method), offered by Datapoint. AIM is an extension of the hard disc
storage device and it is able to retrieve data in various formats from word processing input.
Practically all of the major word processing manufacturers now offer a variety of hard disc and
floppy disc storage systems that interface directly to their word processors.

On this slide | have shown the

strengths and weaknesses of filing JEAE Provcsing stordd

systems based on word processing

devices. One of their major Strengths Weaknesses

Streﬂgths is their orientation to the Office orientation: Most require Currently require specific
2 less specialized language than manufacturer’'s equipment

office. Most word processors re- DBMS

qUiTe a mUCh |ESS Speciaﬁsed lan- Offers both word processing and Limited database size due to

guage than ,the datﬂbase manage data processing capabilities available word processing

t equipment

ment SyStems' ‘n many CaSBS, we Automa?ic filing a}_paﬂofwcﬁ'd Limited query capability

believe that the language is simple processig capnbility

enough for managers and profes- Some afier intogratad

communication

sionals to use easily. Most of the
word processing manufacturers
offer data processing capabilities on
their word processors, as well as
word processing, so that both data
and text would be available through the electronic filing system. Automatic filing is accom-
plished on the systems through the word processing interface, and that enables filing to be
carried out as an automatic part of the word processing environment. Some of the manufac-
turers are currently offering integrated communication. This means that in addition to the disc
storage and the word processor, a number of other devices can be communicated with, either
directly through the word processor or through the electronic file. Also, electronic mail facilities
are now available from most of the word processing manufacturers in some version or another,
so the electronic filing system has access to electronic mail facilities as well.

Electronic mail available

The slide also shows the weakness of filing information in word processing systems. One of the
evaluation criteria that | mentioned for communications devices was that it will be absolutely
necessary to communicate with a variety of different manufacturers’ equipment in the future.
All of the current offerings from word processing manufacturers require the use of their specific
equipment. | believe that they have intentionally designed their systems so that it makes it very
difficult for users to try to access somebody else’s equipment. The limited size of database is
another problem. This is due to the available word processing equipment and the fact that the
retrieval mechanisms are fairly slow. Increasing the database size would slow down those
mechanisms to an intolerable rate. Word processing storage systems also have limited query
capability, although some of the latest offerings are starting to expand significantly in this area.
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Let me now tell you briefly about the developments in the micrographics area. | believe that, in
general, microfilm is a fairly antiquated technology. However, it does have a lot of uses, and for
the next few years it will continue to be particularly useful in systems where it is necessary to
store an extremely large amount of data. Microfilm was invented by George McCarthy in 1928,
and after that there were very few developments in the basic microfilm technology until the late
1960s. In the late '60s people started linking computers to various microfilm devices, and Strom-
berg-Carlson developed the first computer-output-microfilm system so that computer-stored
data could be output on microfilm. The microfilm was then stored in its own mechanism, and
the data was retrieved using that storage system.

In 1977, 3M introduced their 715 COM device that' greatly reduced the price of computer-
output-microfilm and made it applicable to today’s environment. Now, in 1980, about 65% of
the market is in 16mm film, and 35% in 35mm film. There are computer-assisted retrieval units
available from a variety of manufacturers. All of these units have the capability of accessing a
great deal of stored documents.

Indeed, that is the greatest advan-
tage of micrographics: it offers the
least expensive storage per docu-
ment, and probably will for a few
more years. | believe that optical

Micrographics storage

oo - Strengths Weaknesses
VIdeOdISC ?EChnOIOQV WI" pro bably Least expensive storage per Initial document input is
do away with a good deal of that ad- document manual and expensive
Val‘ltage Of microg raphiCS, but cur- Very large document storage Limited communication available

= 7 b abilit i oeod

rently micrographics does offer the sl
Ieast expenSiVe Stofage per dOCU' Answer‘s_prob_lem of h_andling Aﬂuery_ limited to manually-
ment. Another strength of micro- Rondharbzed atormaton et intonmation

graphics is that an extremely large
number of documents can be stored
while still retaining relatively good
performance.

In taking a look at micrographics, one of the interesting stories that | heard from one of the
manufacturers was that the Three Mile Island disaster in the Pennsylvania area, a couple of
years ago, was really the result of people not being able to get at data fast enough. It turns out
that after the nuclear plant was built there, all of the documentation that went along with it was
delivered in several trucks to the plant on the day that it was turned over to the people who were
going to run it. Of course, they had no way of processing all of those documents and storing
them in a system that was adequate for retrieving them on a timely basis. On the morning that
the accident at Three Mile Island happened, they were just not able to get to the proper docu-
ment in time to find out exactly what was going on in the system, and within an hour they had
made the decision to close the plant down. If they had spent a little extra money, even on a
micrographics system, to have the builder of the nuclear plant store those documents properly,
they probably would have been able to contain the incident, and we never would have heard
of it.

The other strength of micrographics is that it answers the problem of handling non-digitised
information. That is particularly difficult right now with images. On the other hand, it also has
an inherent weakness in that when you want to work with digitised information you have to find
a way of re-inputting the documents to transform them to a digitised form.

Looking at some of the other weaknesses of micrographics — initial document input for usein a
computer-assisted system has to be a manual exercise, which is very expensive. Also, micro-
graphic systems have limited communication facilities, although some of the manufacturers are
now making available the ability to transform the microfiim into systems that can be easily
communicated through a facsimile methodology. Finally, queries to a micrographics storage



system are nor_mal!y limited to manually-input information, which means that full content
addressed queries are almost impossible.

Let me now spend a few minutes reviewing some of the current technologies that are used in
electronic filing systems. | want to deal particularly with inverted file systems because it is used in
practically all of the full text retrieval systems available today. | will also give a brief overview of how
the bibliographic retrieval systems work and also take a brief look at micrographic retrieval.

Field 1 index

Il

|

Field 2 postings

Postings lists Document files

In the inverted file system methodo-
set up within the computer system:
an index file; a file which contains a
list of postings; and the files con-

taining the documents themselves. Field 1 postings \27;'—

ment, contain a list of every word

that is likely to be accessed by the —

users. Each of those words then has T

a pointer to the postings list. The

postings list contains the indices of Index files

words. The documents are filed in a digital form within the system. The inverted file
methodology requires documents to be duplicated a number of times, and since the words
generally exist once within the documents themselves, most of the words will exist again within
the index file. In addition, there will be the list of the postings, again containing pointers to all of

logy, which is illustrated on this e il byt ol odoludy]
slide, there are three different files e e

The index files, broken down into

several fields within each docu-

exactly where each of the docu-

ments contains each of those

the documents. One of the weaknesses is that quite a bit of storage is required for inverted file
systems.

There are several types of inverted
file systems. If you were talking to Invenad e systoma types
particular manufacturers, or to soft-
ware package vendors about sys-
tems available, they might use some

Full inversion

Of ‘the terms ShOWI’I on th|s Slide_ postings lists contain every term (word or number) in documents
Full inversion means that the post- Partial inversion L _
. . - . entire documents are stored, but postings lists contain only
Ings IIST Wl" contain ever WOI‘d that partial information (e.g. no location within document)

g y
is in the documents. The advantage Incomplete inversion
Of fu" inVersion ES that you can re- vocabulary is limited by excluding some terms (“stoplist”) from

indices and postings lists

trieve documents using full text
keys. However, the disadvantage is
that a number of words — 600 to
800 usually in the English language
— appear many times and have very
little meaning within a document.

Partial inversion is when the entire document is stored but the postings list contains only partial
information. For example, you will not be able to retrieve documents with key words in a parti-
cular order; you only know that those words appear somewhere within the document.
Incomplete inversion is when the vocabulary is limited by excluding some of the 600 to 800
words that | mentioned, which are usuaily called a “‘stoplist” or “stopterms”. Those stoplists
would then be excluded from the indices and the postings lists, and this greatly reduces the
amount of storage that is required for the inverted file technique.
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This next slide shows the strengths and weaknesses of inverted file systems. C_Jne strength is
that they offer fuil-text search on text. The technology allows fairly fast query times since you
go directly to the list of fields, find
the locations of words in various
documents, and retrieve those
documents. Generally, even with
very large files, the systems can

Inverted file systems

offer retrieval times of about 15 to Strengihs Weakniossss
25 seconds and they are much e L R i e
quicker for smaller files. There is Fast query time Bk e
generally a powerful query capabi- Powerful query capability _ I
- - . Expensive: Requires large
lity. This varies from package to mainframe computar
package but the software capabili- kg e SRR

m
ties that are put into the system de- e conkpuriCalion

termine how powerful that query is.

Multiple databases are allowed due
to the technology that is available
and the fact that inverted file sys-
tems run on large mainframes. There is also extensive communication facilities available with
those mainframes.

Turning now to the weaknesses of inverted file systems — between 1.5 and 4 times the
document size is required for storage. 17 times would be required when partial inversion is
used. Full inversion would require up to four times the size of the document, depending on the
number of vocabulary words in the documents themselves. Inverted file systems do not allow
real time updating. Updates have to be done through a process of deleting documents and then
re-entering them with the updated information on them.

Inverted file systems are expensive. They require a large mainframe computer. In general, there
is no electronic mail system available as part of the system itself, although some of the main-
frame manufacturers now offer interfaces to electronic mail systems.

I want now to look briefly at bibliographic retrieval systems. Both full text and abstract searches
are utilised by particular packages. Most of the early bibliographic retrieval systems that came
out in the late 1960s offered searches merely on abstracts, looking at key words to retrieve
documents. Some of those early vendors, and some of the newer ones, have converted now to
full text so that full text search is available, generally done on a key word environment. The big
problem with bibliographic retrieval is that it is really only a partial solution, and an
organisation’s own files are not easily put into the system. Some large companies now ask the
vendors that offer bibliographic retrieval systems to input their own files, but this is a process
that takes a certain amount of time, and generally the files will not be available on a real-time
basis. The bibliographic retrieval systems usually are charged by the various vendors on a
connect-time basis so that you are charged for the actual time that you are connected to their
mainframe and accessing information. This makes the initial cost of getting into bibliographic
retrieval very small and makes it attractive to a variety of types of users.

The third methodology is to use a computer-assisted micrographic retrieval system. Generally,
a central processor is used and in most cases this is a minicomputer with software prepared for
it such that an inverted text type system is used. Index files and postings lists, as used in
inverted file systems, are input into the central processor. However, it is necessary to do this
manually in the case of micrographics because the terms are not readily available in digital form.
Usually the user will have two terminals in front of him. One terminal will be for entering the
requests into the minicomputer, which will search the index files, find the postings list, and in
this case the postings list will refer not to an electronically stored document, but to a location of
a microfiche or microfilm unit. A microfiche cartridge or a microfilm tape can be inserted into



the unit, and an automatic key will be sent across from the minicomputer processor to the

microfiche storage unit which retrieves the microfiche itself on a separate terminal. This does
have the advantage of offering the

user a very large number of docu- _ T

ments — several millions of docu- s b R
ments are available in some of the

systems today. Some of these are

Central Microfiche
very elaborate systems. However,
- - rocessor sty
they tend to be very mechanical in % T
retrieving either fiche or film docu-

ments from a stored location.

Let me now take a look at some of

the future developments that are

going to help greatly the implemen-

tation of electronic filing systems Terminal for Scanning or
within organisations. Two of these e e

were covered to a great extent by
previous speakers so | will not

spend much time on them. Increased data storage capacity is one, and the other is voice
storage which was covered in a state of the art sense yesterday by Fred Jelinek.

Image storage is another area that | will talk a little about. This was touched upon by Professor
Negroponte, and it will become more and more important for electronic filing systems.

Storage costs have come down sig-

nificantly over the last 20 years to Eote stomga o iy,
the point where it looks as though Bl

they will almost go down to zero. Of cost

course, that will not happen, but for e

the foreseeable future, at least for
the next ten years, there are devel-
opments in the wind that will con- 60

tinue to reduce the cost of storage |

at almost the same rate as the last 20 =

years. | imagine that by the end of

this decade other developments will =

come along to continue to reduce it. I i

So within the next few years we will W 2B JE B B R A
still continue to see a dramatic re-
duction in the cost of storage. This

will make the storage of documents for subsequent retrieval in the office an extremely attractive
proposition.
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Even with current technology, there are a lot of new developments in disc drives. One of these
is the Winchester disc drive which is a sealed disc technology. In addition to reducing the cost
of storage, Winchester drives also provide high reliability, since the disc drives are sealed and
are not subject to a lot of the things that happen in the computer room environment when disc
drives are removed, returned to shelves, and then put back into disc drives. Another developing
technology, which is an extension of the current technology, is thin film technology. This tech-
nology will continue to enlarge the amount of data that is available on rotating disc drives.
Currently, products that provide up to about a gigabyte of data are available and, through the

use of thin film technology, this storage capacity will undoubtedly expand by many factors in
the next few years.

Optical disc is a very exciting technology that is currently being developed by a number of
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vendors. Commercial products are becoming available, although ge_nerally,_ln thinking about
optical discs, we are considering products made for the home, for online movies and so on. But
if you apply the same technology to data storage systems, the amount of data that can be
stored on an optical disc will increase dramatically. By 1983, | expect that computer manufac-
turers will be offering drives that can store up to 200 gigabytes. Currently, optical discs offer 3
read-only capability once information has been stored, since the storage process permanently
alters the disc itself. However, with 200 gigabytes available you do not have to concern yourself
too much with having to re-write data when you want to update it. That size of storage system
allows you to forget about the old document, so you can re-write the changed document into
an area where you can access it.

| believe that the primary initial application for which optical discs will be used is mass archival
storage. For example, in the newspaper industry, newspapers are anxious to get several
numbers of years of newspapers online to a retrieval system. This requires storage capacities
that are beyond the easy means of today’s technology, and optical discs will offer a quick
solution to that problem in the next few years.

A related area to optical discs is storage of images. The reason why optical discs will become
very important in image storage is the current requirements for storing an image. A single page
of 2,000 characters of data would take 2,000 bytes of storage, but a black and white facsimile
image requires 20,000 bytes (even with the data compression techniques used in facsimile trans-
missions). However, a single-page size grey-scale photograph requires 200,000 bytes of storage
capacity, and a colour photograph will require between 800,000 bytes and one megabyte of
data. Using today’s technology disc drives it is very expensive to store that amount of data, but
optical discs will offer a solution to that problem in the next few years.

The current retrieval technology that is available for images is similar to micrographics, and it
will probably be at least into the early 1990s before the optical disc manufacturers will be able to
offer an attractive alternative for image storage.

Finally, | believe that within electronic filing systems, verbal message storage will be an offering
that will be available within the next year or two. The storage of verbal messages within
electronic files would be an alternative to what Roger Camrass mentioned as a storage device
within the PABX system. However, another mechanism for handling voice storage would be by
interfacing the PABX to an electronic filing system.

By voice communication | really mean the elementary form of voice communication that Fred
Jelinek talked about as “isolated word recognition”. But | believe that within five years
manufacturers will be offering this so that, for example, a manager could call on the telephone
or communicate with the office where his terminal to his electronic filing system was. Instead of
having to sit down at the terminal, he would use the natural modality of speech and say,

“Please give me my messages”, and the system would give him any verbal messages that were
stored there.

Another area that \ ‘e are looking at is verbal document storage where documents can be input
and stored as verbal messages. Initially, this will be particularly useful for the visually
handicapped. However, there are several applications that will expand significantly over the

next few years. Within electronic filing systems, the storage of verbal documents will be
possible once optical discs are in common usage.

Dr. Jelinek spoke of voice dictation systems as being available in about ten years. That was a
little more optimistic than | realised, and | shall be very excited if that happens in the next ten
years. But voice dictation is definitely another development that will be very useful within the
environment of electronic filing systems.

Let me now briefly summarise. There are two things which | believe are holding up the use of



electronic filing. First, whilst the technology exists today, we still have the problem that storage
costs are high relative to word processing. Storage devices for the 100 megabytes that | talked
about cost in the region of $50,000 or so, while word processors can be bought for under
$10,000 now, and prices are dropping every day. However, | believe that storage costs will drop
to a relatively low level in comparison to word processors within the next few years, and that
will help to enhance the implementation of electronic filing systems within organisations.

The second item that | mentioned several times was the availability of an easy-to-use, office-
oriented interface. This is necessary so that managers, professionals and secretaries will require
very little training, so they will be able to use an electronic filing system which today requires
specialised training, and is useful as a device only with the assistance of computer profes-
sionals. By the end of this decade | believe that most businesses will be communicating by

digitised information, and the real mechanism that will enable that to happen is the availability
of electronic filing systems.
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SESSION G

FUTURE APPLICATIONS
FOR MICROPROCESSORS

Norman Eason,
Eason Consultants Limited

Norman Eason has worked in computer systems since 1964. He initially worked on high-
integrity dual-processor message switching systems and computer-controlled warehousing
systems. Subsequently he spent five years as European systems engineering manager for a US
minicomputer manufacturer before joining ERA Technology Limited where he was manager of
the computers and automation division, responsible for CAD and microprocessor systems
development. Mr Eason is now an independent consultant. He has a BSc (Eng) degree, is a
Chartered Engineer and a Fellow of the Institute of Electrical Engineers.

The first problem regarding microprocessor applications is where to start and where to finish.
As the title of the talk is “Future Applications for Microprocessors” | could say that the
applications are anything and anywhere, and then leave the stage. In fact the problems are
much wider than that and | could spend all afternoon talking about applications in depth.
However, what | will try to do is to look at the application trend and give some indication of the
limitations to that trend.

In order to try to look at where we should go from here or where the technology will go, first let
us look at where we have been. Microprocessor technology started way back in the early 1960s
when people decided that they
should replace a semiconductor
device by a package system. They
replaced the one device right at the
bottom of the first slide — a transis-
tor — with a gate made out of resis-
tor/transistor logic. The RTL gate
consisted of something like four
components on a chip. That was
the start of integrated circuit tech-
nology.

Nurmber of imtegrated companents

We then advanced fairly slowly till
about 1964 and put four devices on
a chip, which was a quad gate. So
you had the same thing that you
had before, an RTL gate, but four
times over. We then expanded this a little further and produced the ability to store one bit of infor-
mation. This one-bit storage facility was called a flip flop and required about 16 devices on one
gate. (Sorry, the quad gate came later).

So we had the ability to store memory on an integrated circuit. The complexity of chips
expanded, until you get to round about 1970, when you had 1,000 integrated components on a
chip. There is a fair time gap between the quad gate and the 1k bit RAM. | should like to fill in
some of the information on that gap and the reasons why the technology started to take off.
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You are all aware that, during the 1960s, America had a race on its hands: Kennedy's race to get
to the moon. Computing technology then had a target to aim at. That target was to build a
device which was capable of processing computing information on a space craft, on the moon
rocket, which had high reliability, small physical size and did not consume much power. We
also had to try to make sure that the device would encompass all the surrounding activity. In
other words, if you can reduce the interconnections round your central processing device you
can start to bring up the reliability, because reliability is very much dependent on the intercon-
nections. Prior to integrated components, interconnections were made by human operators

soldering joints together. So round about 1970, primarily because of the space race, we had
1,000 devices on a chip.

There were two main reasons why we got to this stage. First, there was the space race; so we
had the motivation. The other thing was that at that stage America was not aiming to try to
build a microprocessor; it was trying to get all the devices of a computer into a small package
and to build up a configuration of packages together — to produce in fact a minicomputer, not
a microprocessor. The motivation of the space race is an important point to remember through-
out this talk, because | will make the point later that microprocessor technology as it goes
through the 1980s will be very much dependent on people’s motives for increasing chip density
and so on, rather than the ability to do it.

If you look at the graph on the slide on the previous page you will see that once we get to around
1974 two separate graphs start to emerge. The upper graph is regular logic and the lower graph is
more complex logic. The upper graph means that for a particular point in time you have a higher
packing density of devices. The reason for this is due to the number of interconnections. Regular
logic is typified by memory devices which have a fairly regular pattern of cells. Complex logic,
typified by the pocket calculator chip or the 8080 microprocessor, has a complex interconnection
structure. You pay for complexity, and the way you pay is in silicon area.

The UART (Universal Asynchronous Receiver/Transmitter) is a communication chip which
transfers power from the microprocessor or computer out to a serial data bus. So you have two
trends. You have a memory trend or regular logic trend which will be much more device
intensive than the complex logic trend. These areas are important in considering where we go
from here with micros.

One device that is not on that chart is the 4040 from Intel, which was really the beginning of
microprocessors. Around 1970 you had a 4-bit microprocessor which really provided the first
programmable function on a chip. If you extend the complex logic line you get into a lot of dif-
ferent areas such as microprocessors, TV games, floppy disc controllers and so on. The
complexity there is interconnection.

If we look at this trend for complexity, we can see that the trend is for more complex devices on
chipsand, furthermore, the ability to bring the functions together in many ways. The Intel 8080 has
76 different instructions. If you combine all these instructions you can program-in 25% different
ways. So the complexity is important, but the complexity combined with the combination of
devices and instruction types is even more important. What we are getting is the ability to combine
these instructions into building blocks and combine the different devices into building blocks for
system development.

Let us try to predict the trend. If you look at the regular logic line, you get more and more
devices per chip, and bigger and bigger memories. Everyone has heard a lot of talk about 64
kilobyte RAMs and even higher packing densities than that. So it is possible to predict where
this line will go, and it is all to do with number of bits per chip. Round about the early 1970s you
could start to predict where programmable logic would go. You could say that since we had a
4-bit device around 1970, we really ought to make that an 8-bit device eventually, and then
16-bit devices — we ought to be able to increase the number of bits on a microprocessor from 4
to 8 to 16 to 32, and we should be able to increase the number of instructions. Furthermore, we
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should be able to increase the addressing capability of the chip, and hopefully the speed. In the
early 1970s you could have predicted where microprocessors would eventually go, although yoy
could not predict when and in what way.

These four areas, that is increase in speed, increase in the number of instructions, increase in
the memory capability and increase in the number of bits, have all been achieved in the last
decade — but increases in speed have been a little bit less than the others. So you now have
16-bit devices, typified by, first, the Texas Instruments’ 9900, which came out in 1974 or there-
abouts, and then Intel’s 8086, Zilog’s Z8000, and now Motorola’s 68000. Memory addressing for
these devices is in megabytes rather than kilobytes. Now we have single chip micros with a lot
of these other functions already on the chip; you have ROM and RAM on the chip. If you take a
device like the Intel 8022, you also have analogue to digital conversion on the chip. You are
starting to get more and more functions inside the silicon.

An interesting side point about these devices is that if you look at the Zilog 78000, although it
has less packing density than the 64k RAM, it has about 17,500 instructions. It is an extremely
complex device and the interconnection of these instructions is complex. The 17,000 active
components on a Zilog Z8000 happens, by sheer chance, to be the same number of valves that
the old ENIAC computer started with.

The evolution of integrated circuits
| have put some of the information T e
from the previous slide in a slightly :*7

VERY LARGE

different form. We have gone
through the different categorisation
of packing densities, from small
scale integration with one or two de-
vices up to 100 devices on a
package, through medium scale SERES SR e
integration, right up to large scale
integration and very large scale inte-
gration, and into grand scale inte-
gration after that. | have marked the
areas where these devices were i _i'

used. There were military micropro- o T,

cessors round about 1971/72; com- CHE IV T e

mercial microprocessors coming out

about the same time. Then you have different trends depending on whether you are talking
about state of the art with respect to devices on a chip or functions on the chip. So we are

beginning to see where we will eventually go. The top of that scale on the slide is 100,000
components.

SCALE INTEGRATION

What | should like to do now is to try to get some indication of where we are now and predict
where we will go in the near future. One of the difficulties in projecting is that this scale is not
linear, it is logarithmic; and it tapers off at the top. Most people who want to use previous
information and predict into the future like to put a ruler through the graph and project

upwards. We cannot do that in this case. So let us look at a different method of projecting into
the future.

On the next slide on the following page we have the cost of processing functions on a chip. You
have seen this slide in many forms in other presentations, but in each case device cost is coming
down. The first line shows a combination of chips and the cost of that combination; and the
second line shows how the price of a single chip configuration is coming down. You will see
that the cost of the devices is getting to a stage where we can predict that it will cost nothing in
the near future. But that is not really a good indication of the usage of the devices, because the
testing and the development labour will be more critical and more fundamental to the cost of
the systems than the actual cost of the devices themselves.



So let us try something else and look at device sales. There are a fair number of indicators here. |

will convert it for you so that you do not need to double up. We come back to this doubling up
situation that we heard about earlier
in David Seabrook’s presentation.
You can see that the trend in each Sod °’°’°°:f‘c"::“°ﬁ°“ e ionoee St

case — for 4-bit, 8-bit and 16-bit
devices — is for the number of sales
to grow to about twice the number
of the previous year. That makes it
look as though we have a nice indi-
cation of the use of these devices in
the future, by projecting all these
things linearly, by doubling.

But let us look a little more cauti-
ously at each of these devices start-
ing with 16-bit devices. We have
only three years’ information to go
on, so anyone who predicts future
trends on the basis of such sparse
information knows that they might
just as well not bother, because
there is not enough information.

If we look at 8-bit devices, we are
starting to see a growth which less
than doubles every year. It is tape-
ring off. Itis still growing a lot, butit
is not growing at the same rate. You
would think that 8-bit devices would
be an indicator for other devices —
by taking where we have gone from

i 3
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1975 to 1980 and seeing whether
that is relevant also for 16-bit de-
vices. If you look at the 8-bit devices
in relation to 16-bit devices, they are
starting to taper off because 16-bit devices have been introduced with more processing
capability. So the 16-bit devices are starting to take away some of the market from 8-bit devices.
The question is whether or not these 8-bit devices will taper off.

Let us go back a stage further and look at 4-bit devices. The trend goes the opposite way: they
are increasing at more than twice the rate every year. So you cannot predict the ratio of 16-bit
devices to 8-bit devices by looking at the ratio of 8 to 4. Why are 4-bit devices increasing when
you would think that they are old hat and people ought not to be using them? Four-bit devices
were used initially for computation when you did not have anything else around at that price
and size. They were also used as a basis for controllers, for games and little devices that get
information, for example, thermal information on a car or the speed of a wheel or something like
that. They are devices which are quite sufficient for doing that sort of function, and they are
very cheap.

| know that some of the audience is from the car industry and you know that the cost of every
fuse is important. So if you can perform the function with a 4-bit device, you will continue to
use that and there is no need to go 1o higher architecture.

What about 8-bit devices? It is fair to say that these will not grow at the rate of the 16-bit
devices, but they will not die off. You will get quasi 8-bit devices where you have 16-bit
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processing capability inside the chip, but an 8-bit data bus which makes them compatible with
previous systems. So we cannot use that table as a prediction of trends.

Let us try to examine the trends in a
different way. If you look at how

The semiconductor device manufacturers are becoming the small-system manufacturers

computers were used from 1950 [0 T
through to 1978, you can plot the S = = =3
way the system was implemented | \

against the component technology.
On the vertical scale you have cir-
cuit design, building block design,
sub-system design, and system ar-
chitecture. On the horizontal scale
you start with discrete components
put together to form a solution:
then small scale integration, going
through medium scale to large
scale. The trend has been for the
traditional system suppliers’ share
of the total design and manufacturing activity to become less. The system suppliers’ share is
being eaten into by the microprocessor manufacturer. As the microprocessor manufacturer has
put more and more devices on a chip, he has performed functions that previously had been per-
formed by someone who glued things together with transistors and resistors. So you get to the
stage where the device manufacturer is starting to take over a lot of the systems engineering
functions that systems houses are currently doing; and the systems houses are concerned with
systems design rather than circuit development.

We can extrapolate this curve into the future, and if we go off the screen you will see that the
integrated circuit manufacturers will take over systems by 1985, according to the graph. But | do
not believe that will happen for two reasons. One reason is because of the law of diminishing
returns — it is just not worth their effort. Secondly — and this is very important — as you get
nearer the problem-solving area, the activity becomes very applications dependent, and
systems suppliers do not have that expertise. So unless they can identify a market where they
can put all the functions on a chip, or a significant amount of functions on the chip, and unless
this market is broad enough, they will not get into that area. The main problem will be with the
degree of applications knowledge of the systems houses.

So where does the UK stand in

comparison with America? This Value of electronic production — USA and Europe
chartis for 1977 but itis a good indi- £35 bn

cation of where we are now be-
cause today the differences are
worse. On the lefthand side we
show the annual production of elec-
tronic equipment production. In the
middle is the annual production of
integrated circuits, and on the right
the number of installed computers
costing over £15,000. The lefthand
columns show that the annual pro-
duction of electronic equipment in
America was 10 times that of the UK
in 1977. For the righthand columns,
the ratio is 13:1. But if you look at the middle columns — integrated circuit production — it is
round about 20:1.

Annual electronic
equipment production
Annual integrated circuit
production

Installed computers costing
over £15,000

[J vages
ﬁ 000°08

TB",’D,ZP' wgzo3
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This brings me back to the point that | made previously: a large percentage of the systems sales
value will be from the integrated circuit manufacturers. So, in the UK, we are not doing too well
so far as that is concerned. One thing | should point out is that whereas the righthand columns

show the number of installed computers costing over £15,000 in 1977, we now ought to be
talking about £5,000 and above for the same power today.

Another problem is the cost of systems in the UK compared with the cost of the same systems
in the States. It is very common for systems imported into the UK from the States to cost the
same amount in pounds as they cost in dollars in the States. That is a very significant factor for
the future, because the number of installed units that we have in the UK will affect our ability to
expand the knowledge base of computing in the UK, and we are very bad at this.

At this stage let me just underline some of the most important points made so far so that we can
look at the next stage with respect to them. First, micros will be a systems module rather than a
component. Secondly, the semiconductor suppliers will provide more of each system. Thirdly,
present systems suppliers will be chasing a lower volume market and they will require in-depth
applications knowledge, because the semiconductor manufacturers will take the high-volume

part of it. Lastly, systems will be much more complex and more will be expected of them as the
building blocks become more complex.

| should now like to look at the
market for different microprocessor

The market size

types. First, let us look at the tradi- et M e
tional computer market, normally 20 Ve 0, P
programmed by users or systems e =
houses. On the slide you can see the ‘ 00 o oot 1
growth for 8-bit, 16-bit and 32-bit mJ ey

applications. Obviously, there is no ‘
significant usage of 32-bit devices |
yet, but those devices will start to o

.32-3:1
have an impact from this year | [] 168
onwards. There have been 16-bit | -

devices since about 1977, but the 1
dominant area has been 8-bit de-

vices. But the growth in the future

will be in applications for 16-bit and

39.bit devices. The limit to the expansion of these areas is the ability to understand specific
applications. The limit will not be the technology — it will be the applications.

An indication of just how critical this applications area is to the industry was shown last May
when | attended a meeting arranged by Intel for major consultants in the UK. Intel was very
concerned at that meeting about the ability to expand into many of the applications areas,
because they needed a growing facility between the applications and the devices. That facility is
very much dependent on individual knowledge of applications areas. It is an area which is not
really worth a manufacturer's effort to get into, but he needs to do this to increase his sales. So
they are very concerned about applications. :

Let us look a little bit more at trends in microcomputer applications. Round about 1975, very
early days so far as micros are concerned (although, even today, they are still extremely
immature devices) applications were fairly basic, and included CRT terminals, cash registers,
scales and electronic instruments. The system requirements of the devices were fairly limited.

Today, in the early 1980s, the applications require more complex hardware and software
configurations for word processors, retail business systems and communications processors.
The systems requirements of today’s applications are extensive and include network communi-
cation, high level languages, peripheral controllers and different types of memory.
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In the future, VLSI will find its way into many complex applications. In business data
processing, it will go into the small business computers area, database management systems
and graphics display terminals. Office equipment will include word processing systems, micro-
film systems, facsimile equipment and teleconferencing products. It will also be used in financial
systems such as automatic tellers, electronic funds networks and point-of-sale systems.

VLSI will also be used in data communication and telephone networks. We have covered some
of these areas already in the conference. It will also be used in process control applications, and
I will come back to this later in the talk. Engineering and scientific applications will also use VLS|
technology. The spread is phenomenal, but it is applications dependent.

By 1985 microprocessor applications will be even more widespread. We have already talked
about electronic offices. Perhaps, by 1985, there will be 10 processors per employee on the
factory floor — not under the control of the employee, but used in different processes. What
these processors will need are things like fault tolerant computing, transparent multiprocessing
and fairly sophisticated network architectures. So we will be asking these microprocessors to
do a lot more than we are asking at the moment. The systems are capable, but we are asking
more from them. So, tomorrow’s applications will reach a crisis level in system complexity. f
we cannot provide these facilities in the UK, then Germany, Japan and America will produce
them.

One of the problems is the trend
with regard to the relative costs of
hardware and software. You have a

lot of hardware capability at an ex- ST

tremely low price, and now the Horsiuoer s
major cost factor in any system will 2]

be software. Software will define SRl N

the identity of your product or 0% - Software

system rather than the hardware. 20% -

Many of the tools are already avail- | | i
able in hardware, but the software is 1355 T 16 2000

still far behind.

Let us look in a bit more detail at
three different applications areas —
byte handling, computation, and
low-cost control. Low-cost control
in the process control area is
handled by 4'bit and B‘blt deViCBS The three major market segments for microprocessor components
and it is a fairly significant part of
the market. Byte handling, word
processors and so on, account for
the same percentage of the market.
Computation, which mainly uses
16-bit processors, is a small percen-
tage of the market, but that percen-
tage will grow.

8-Bit
Byte handling
41%

4-Bit/8-Bit
Low-cost
control
41%

Let us look (slide on following page)
at the 4-bit and 8-bit low-cost con-
trol market. As you would expect, it
is mainly industrial applications
(40%). Telecommunications appli-
cations (25%) are important, and
you also have some computing usage (20%), although that is largely traditional rather than
being the best way to do it. There is a small consumer area and a small military area.
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The second sliclie on this page shows the 8-bit byte handling market. Once again, this market is
dominated by industrial applications, telecommunications applications and computer applica-

tions.

The third slide on this page shows
the breakdown of the 16-bit compu-
tation market (there is a mistake in
this slide: consumer and computer
should be transposed). 16-bit de-
vices are mainly used in the comput-
ing area. That pie diagram repre-
sents only 18% of the total usage of
micros. | said before that there is
only two years’ history of 16-bit de-
vices, so you take the figures shown
with a pinch of salt, because it will
change dramatically.

| want now to look into future
trends. The slide on the following
page shows the trend in memory
bit-density, and it shows magnetic
bubbles starting to be the dominant
area. Moving head disc drives are
important and will be significant in
micros, but we will see different
trends within different technolo-
gies.

If we look (second slide on follow-
ing page) at dynamic RAM trends,
throughout the 1980s we will get
more and more devices on a chip.
This is what people predict, and this
in fact will happen. The motivation
there is to provide cheap memory.

But if we look (third slide on follow-
ing page) even further into the
future, we have to change our
whole attitude to prediction, be-
cause what actually happens will
depend not only on what people can
do with technology and particular
devices. It will also depend on what
motivates them to do it. So there
are three lines on this prediction and
it goes right on to the year 2000.

The middle line is the best predic-
tion of what will happen from pres-
ent knowledge. But there are two
bands on either side of the best pre-
diction. One band depends on the

The 4-Bit and 8-Bit low-cost control market (41% of world total)

Industrial
40%

The 8-bit byte-handling market (41% of world total)

Telecom

Industrial
35%

The 16-bit computation market (18% of world market}

Telecom
34%

17%

Industrial
7%
Mil/

aero
14%

industry having the motivation to reduce the cost of the packaging. The other band, the top
one, assumes that there is no such motivation. If the suppliers muddie through, they will go
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along the top trend. If there is something like another space race or, heaven forbid, a war, then
they will go along the bottom trend. These are the factors that will affect how dense mem.

ries will be, how much it will cost,
and the capabilities of particular de-
vices.

The same arguments apply to the
future trend of the speed of LS| cir-
cuits. Again, it depends on how you
approach the technology. One line
of the slide on the next page shows
a trend that depends on new mate-
rials. We do not yet know what new
materials will be available round
about 1992. But we can predict on
the basis of what has already hap-
pened in the last decade that there is
likely to be a breakthrough where
the materials will cause an increase
in speed. But if we do not do any-
thing the situation will be different.
So it is not so much what people
can do, it is what motivates them.

The second slide on the next page
shows the future trends of the cost
of random access memory, again
on the same basis.

Long term trends in memory density
(shown on the third slide on the
next page) will also depend on moti-
vation. Referring back to the space
race in the 1960s, the technology
would not have advanced at the
pace it did if there had not been the
space race.

That's enough about long term pre-
dictions — let me now look at what
will happen in the next five years.
The first slide on the page after next
is produced as a result of Intel pub-
lishing its plans for the next five
years. This is significant, because it
is not very common for computer
manufacturers to publish their plans
for the next five years. But Intel has
taken this step because not only do
they feel that it is important to
identify where they are going, but

Trends in memory-bit density show magnetic bubbles as today's densest devices
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(source: National Semiconductor)
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also because the problems associated with the usage of the devices will be greater than the fact

that they can actually build them.
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The chart starts in 1974 with the 8080, and that device is the basis for all the other families. At
each arrowhead we have the processor of the family, and behind that are the supporting

devices. So we have the 8080 with
an 82XX and 825X, which are de-
vices that have not been announced
yet. So the 8080 will not die off, it
will expand in the near future, but
not for that long.

The 8085 has similar functions to
the 8080 but it is a faster device. The
8088 is a 16-bit microprocessor with
an 8-bit data highway. Then there is
the 8086 which is a 16-bit device.
With the 8086 you have the 8087
and 8089, which are an arithmetic
processor and |/O processor res-
pectively. Towards the bottom of
the slide you have single chip micro-
processors with less capability. |
should like you to consider these
three devices on the righthand side:
the micro-mini, the micro-maxi, and
the micro-mainframe. There is some
information on the second slide on
the next page about them.

What | have done on that slide is to
relate the three devices to a stan-
dard microcomputer and a micro-
controller. The microcomputer is
the 8088 and the microcontroller is
the 8022. As the functionality in-
creases the number of bits per de-
vice increases, and obviously the
price increases also. The perfor-
mance relative to the microcontrol-
ler shows you that the micro-main-
frame has a CPU performance be-
tween 20 and 70 times greater, and
the 1/0 ability is 6 to 45 times
greater, depending on how you use
It.

If we look at the memory addressing
capability, whereas there is 1k ad-
dressing on a microcontroller there
is between 256k and 8 megabytes
of addressing on the micro-main-
frame. Memory management types
and how they are implemented are
shown on the righthand side. The
important thing to remember is that
the first member of that family, the

micro-mini, will be available this year.

nificant capability on silicon.
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So you are now beginning to get fairly complex and sig-
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On the third slide on this page | have a comparison of performance for the same price between

1978 and 1985.

I should like now to cover the other
factors that will affect the tech-
nology trends. | have talked about
the density of devices, the cheap-
ness of devices, the speed and so
on. Peripherals will be an important
factor. During the early 1970s there
was fairly healthy competition
amongst minicomputer manufac-
turers to get a piece of the action on

peripherals. You had small compa- o] [l — i
nies providing discs, magnetic il =0 o =il
tapes, input/output devices and (e} =]

printers. In fact a lot of the mini-
computer manufacturers began to
move into that market themselves.
DEC, for example, has a fairly large
peripherals facility now. Wherever
micros were used, these peripherals
manufacturers started to respond
with their products by extending the

Performance

!
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L L 1 ! !
19765 1976 1977 1978 1979 1980 1961 1982 1983 1964 1986

Year ———

Microprocessor functional classes

products downwards, both in price Pefomice e Meencry
and Capability' to cater for the micro S ottty ;u‘;?:m cpPu 1/0 mm Mamagarint
market. Micromainframe | 32 bit $400-$3.600| 2070 | 645 |256K-8M | dynamic addressing,

segmented or paged:

adaptive virtual support
TO begin With, YOU COUld probably Micromaxi 16 or 32 bit | S100-S500 25 12z 128K-1M xmﬂm;g
best characterise these peripherals i
as Cheap and naSty, and Thefe are Micromini 16 bit S20-S150 8-10 6 32K-256K stahcaddre:lng.
still some around today. But a lot of Mirocompuer [Bor 161 510550 | 16 | 35 |akssk | segmomedordimt
them have matured and are now : : ‘

S . o i Microcontrolier | 8 bit 52-520 1 1 1K-2K direct or absolute
providing significant capability at
the microprocessor end of the
market, to cater for particular appli-
cations. There are people like Qume
and Xerox producing printers, pri-
marily for the word processing mar- ) BT ol 1
em evolution,
ket; but now DEC, Data PrOdUCtS, A:'satconstampn‘ce. performance greatly increases
and Racal are starting to impinge on 1978 1985
that market. Home computer 16 KB RAM 128 KB RAM
$1000 Cassette 256 KB Floppy disk
CRT CRT
e - Thermal printer

Traditionally the storage on a micro PR o G T e

has been via floppy discs. The cur- £3000 80 KB Miniloppy 1 MB Fioppy disk
rent capacity of a floppy disc is Thermal printer Impact printer

H Work station 64 KB RAM 1 MB RAM
about 1 megabyte on an 8 in. s:).oeo 0.5 MB Floppy disk 10 MB Fixed storage

double-sided, double-density disc,

CRT

2 MB Floppy disk

Thermal printer CRT
and about % megabyte on quad- 7 Impact printer
density 5% in. discs. Burroughs T 10MB Disk 80 M8 Fixed storago
have announced an 8 in. drive giv- $30,000 o NN B DB Flong ok

ing 62 megabytes. Floppies are im-
portant, but, for micros, Winches-
ter discs will be really important.

Impact printer

They will be very significant because of their reliability, their cost, and the packing density. You
are now talking about between 8 and 60 megabytes on a Winchester, which costs between
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$1,000 and $5,_000. That is obviously significant for the future of storage on small machines.
The_ problem with the Winchester is that it is fixed and you cannot use it for archiving. Another
device that has recently been announced is a cassette that can store 36 megabytes in seven

minutes. Also, you are now getting removable cartridge Winchesters and 5% in. Winchesters,
so the technology is not static.

There are also improvements in communications facilities for micros. | will not go into the

communications area very much because other speakers have already covered it, but there are
obviously things like ring networks, Z-bus and Ethernet.

Limitations to growth of the use of micros are dependent upon applications, and applications
are dependent on software. If we look back at the software developed to date for micros, it has
been pretty pathetic. Initially, the software was developed by engineers, using assembly
language when they developed microprocessor controllers for a particular process application.
Later on, Basic was introduced, then some micros provided Fortran and Cobol facilities. Some
microprocessor manufacturers now provide operating systems at, for micros, fairly expensive
prices. But there again we come back to motivation. If there is a reason for a particular product,
someone will provide it. A case in point is a company called Digital Research. It is not a
computer manufacturer; it is not linked to Intel, Zilog, or Motorola; but it produces an operating
system which will sit on any Intel computer and any Zilog computer, either 16-bit or 8-bit. The
Digital Research people estimate that there are 100,000 existing users capable of running their
operating system, and it sells for £200 or £300. It is not the greatest operating system around,
and anyone can dig holes in it. But it is transportable and there is now a complete software

package industry sitting on top of their CPM. It is a low-cost product designed for mass sales,
and that is what the micro business is about.

The approach taken by Digital Research cuts across the whole idea of committees for standardi-
sing software and hardware, that take years to come up with an ANSI standard. That company
found the need for a particular operating system, produced it, and sold it to so many people that
people now have to pay attention to it. Their operating system has now become a de facto
standard, and they have now produced a multi-user version.

The same thing happened with hardware. There is a hardware bus called S100 which is now a
de facto standard. Again, it is not the best interface bus, but so many people are using it that
the IEEE in America now has a committee working to produce a standard based on S100.

This slide shows the percentage us-
age of languages on micros. At the
moment Basic is the dominant lan- %
guage. Basic will continue, but the
language to watch is Pascal.

J Basic

I have now looked at facilities, at
software, and at trends within the
hardware structure. | would like now 20
to look at some applications, begin-
ning with data processing. Micro- A0
processor devices are developing at |
atremendous rate and there is an in-
dication within data processing
circles that perhaps you ought to be
considering them. However, there
is a problem because most people want to be sure that the systems they purchase are
mature. They do not want to burn their fingers on untried systems — they want someone else
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to use it first. But the incentive for using micros in data processing or, more likely, for
connecting data processing installations together, is price.

The trend in the technology is for devices to become obsolete in 2 to 3 years, and that is your
first major problem. Wheeled transport existed for thousands of years. Then came the industria-
lised society, and Watt's steam engine lasted for 102 years. Capital equipment in the 1930s was
written off in 30 years. Mainframes today are written off in five to eight years, depending on the
installation. Micros will become obsolete in two to three years. An analogy with this is someone
who bought a pocket calculator in 1975 with an LED display and four functions, for £20 or
thereabouts. Nowadays they probably do not use it because they have to replace the batteries
every two or three months. It is not obsolete, it is still perfectly capable, but there is something
better on the market, with more functions, with LED displays, and you replace the batteries
every 18 months.

The same thing is happening with micros. They are not becoming incapable of being used, but
something more cost effective has come onto the market. That is a difficulty for any company
which is basing a product on microprocessor development. One of the problems is that you
have to get the product onto the market as quickly as possible to make sure that you come
within this two to three year period. That problem impacts on the whole development process
of the product. If you do not have much time to develop the product, you do not spend too
much time on designing for maintainability, or reliability, or testability. It does not happen in
every case, but there is a tendency to get the product on the market at all costs.

If you look at data processing, smaller machines will affect the decision making process in data
processing. You are all familiar from your trade journals of trends both in smaller machines and
increasing capability. You have now to consider smaller machines as part of the procurement
exercise. You may decide not to do it, but you really ought to consider whether or not a small
machine is capable of meeting your needs. It is your decision whether or not to use a smaller
machine.

Data processing people will have to be much more concerned with the technology and the tech-
nical abilities of systems rather than with resource management. If the systems cost less, you
do not necessarily need to make sure that they are kept at maximum efficiency, 24 hours a day.
Technology will change the whole structure of computing because it is becoming cheaper. So
decisions will have to be made at a fairly senior level. That is an indication of the way things are
moving. People can no longer base their activity on established computing practice.

Let us look at process control. Process control is different from data processing because it is
engineering based and is concerned with a more rigid discipline than is traditional with data
processing. With process control, we are concerned with physical interfaces — pneumatics,
mechanics, or electrical interfaces — rather than primarily with information, although we cover
that as well. But process control is very much concerned with real-time tasks. This is where the
history of micros is important because they grew out of minicomputers rather than batch
processing machines, so they have an inherent ability to deal with real-time systems.

On the slide on the next page | have shown a typical block diagram of a microprocessor used in
an industrial application. You will see there is the chip in the centre, connected to ROM and
RAM memory. ROM memory is used for your program and RAM memory is used for storing
intermediate data. The whole device is timed by a real-time clock. There is cassette storage for
your programs and for storing data. There are a number of interfaces for printers, for alarms,
and for serial and parallel communication. There is also the facility for analogue to digital con-
version at fairly high speed, and you can multiplex your digital inputs.

The implication of microprocessors for process control is that you now perform tasks in

software that you previously performed in hardware. One of the problems in process control
applications is that the engineers who are processing the data need to learn about software

104



which they have not previously been involved with. If, however, the engineers have a structured

approach to hardware, then the transfer to software will not be too bad for them. However, that
has not happened in many process

control applications. So many

people hire computer experts to %':‘m s nmg::;u;“ 0]
write the software for them and if = ==

these experts do not know enough , @
about the engineering process they e

will create all sorts of problems. The
capacity for error is phenomenal.

With process control applications
you base a fairly critical process on
something that is fairly inexpensive.
If you have not engineered the de-
vice in the same way as you would
engineer a much more expensive
hardware solution, you can build a
device that does not work. A low-

cost solution is no longer low cost if it does not work. It is low cost only if it does the job that it
was designed to do.

One of the problems with micros is that there are a tremendous number of fairly young engi-
neers in the industry, without any experience of applications. They know a lot about the internal
architecture of a Z8000, or an 8086 and could probably discuss the differences much better than
| could. They are getting into senior positions and they do not appreciate the problems of the
total reliability of the application. The situation is getting worse. You see plenty of job adverts in
the technical papers for microprocessor engineers, and if you can spell the word you can get a
senior engineer’s position. Not only is the company losing out, but the engineer himself is losing
out because he is never receiving appropriate training. When | did my training in the early 1960s,
| started as a raw graduate in a fairly big industrial organisation. | made lots of mistakes, as we
all do, but most of my mistakes were trapped by someone more senior than | was, who knew
what | was doing, who understood what the problems were, and who shielded the customer
from my problems. With micros this is not happening. Today, companies employ a micro
“expert”’ at 23 or 24, who makes mistakes and probably leaves the company before they are
found out. | know that this is a jaundiced attitude, but it is a very significant problem with
respect to companies using microprocessors for the first time. If you do not understand what
the experts are talking about, do not assume that they are correct.

One way of overcoming this problem is to get help in the assessment of new applications. The
Department of Industry are helping here by funding the first £2,000 of a feasibility study for
most microprocessor applications. But there is another problem with that scheme, because the
DOI has not vetted its consultants very well, and there are a tremendous number of people who
will be quite happy to take the money off you. | am pessimistic about micros so | am not going
to give you a happy picture of the situation.

If you look at the trends in the data processing industry (which are shown on the slide on the
next page) you will see that only programmer productivity has grown less quickly than system
reliability. One thing that should be pointed out with respect to micros is that system reliability
may well affect the hardware and systems software, but it certainly does not apply if you put
applications software into it.

Looking now at hardware reliability, the second slide on the next page shows some phenomenal
figures for mean time between failure. Micros are small, cheap, consume very little power and
they are highly reliable. People assume, therefore, that they must be able to work in their
application without any problems in the future. Without doubt, the hardware itself is highly
reliable. But if you put the software in the hands of someone who does not know what he is
doing, or does not know your application, you can forget all about reliability.
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My third slide on this page illustrates the software reliability problem. This is not specific just to
micros, but it is very relevant for micros. People may disagree with the figures on the slide,
but they are fairly indicative of

what happens with software. Look Hat pecicossuy Moty trowitents

at that bottom line. The average

fraction of errors due to. program-

ming mistakes is one-half. That

means that the other half was due 1955 | 1965 | 1975 | 1985
to incorrect understanding of the ineisry 1 20 80 220
problem, or to a badly defined spe- i g : T Al e
cification. On micros where you do oyt oy |13 s e Tl esmes
not understand the problem, where ol - 2 - a2

people are much more concerned
with the technology, with the fact
that they have now got their hands
on a 16-bit micro, the potential for

Source: Art Benjamin Associates Ltd.

error is phenomenal.

The first slide on the next page
shows the expenditure during the

I|fe Cycle of a normal falr]y Iarge Failure rates and mean time between failure Motorola MC6800 microprocessor
project. | have split it into four
. = Year Failure rate MTBF, hours
phases. The conception stage is a {percent/1000 hours) {years)
fairly small percentage of the cost, 1974 127 78 000
not because there is not much ef- ®
fort there but because you are not 17BN 0D fgmﬂ
using processor time and you are
- i 1976 0.12 833 000
not using a lot of facilities that you (95)
have to use later on. 1977 0.8 1700 000
{194)
1978 0.013 7 700 000
During the development stage you o
start to use more facilities and it FRR P goe 15 006 8as

(1901)
starts to cost a lot more. During the

production stage you use a lot
more facilities, and even more
during the operation and support
stage.

Software reliability parameters

If you look at the second slide on

Parameter Characteristic
the next page you can see that the Value
impact of the conceptual stage on Average number of initial program errors 1 per 100
the total life-cycle cost of the pro- Wis ot e
ject is much higher than anything b P S slantiy poch e £ 0 e

else. So you make decisions during

2 "y . ‘ Average manpower to correct an error 6 man-hours
that f! rst stage which will lock-in A e R e =
your life cycle costs. You may be
. Average number of errors per new system software release 1,000
able to increase the costs but there
Average fraction of errors due to programming mistakes Y

is not much chance of being able to
reduce them at subsequent stages.
This comes back to the problem of
micros. If you are too hasty in de-
veloping a solution to the problem,
you will miss out on this first stage; you will not spend enough time in defining how you are
actually going to do it.
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| have an exe_lmple'on the jthird slide on this page of the different time scales, depending on
whether you jump inta coding your program or whether you design it before you code it. If you

spend a fair amount of time design-
ing the program before you code it,
you will end up with less time being
taken up by the whole project. But if
you jump in without designing the
program, it will cost you a lot more
time to debug it and to implement it.

The first slide on the next page gives
a graphical indication of the two dif-
ferent approaches.

How does this affect micro develop-
ment? The second slide on the next
page is a fairly simple graph repre-
senting the reliability of most soft-
ware systems, but it can also apply
to failure rates on micros. You even-
tually get the system debugged.
Then you have to change it. Coping
with change is one of the problems
with micros. If you do not think
about the changes first and about
how you are going to bring out
version 2 or version 3, it will cost a
lot. It will also cost you a lot of fai-
lures. The point indicated by A’ on
the slide is where the system was
scrapped and transferred to a new
machine, and the problems have
started again.

| should like to finish by reviewing
the trends in the single chip compu-
ter market between 1979 and 1984
(shown on the third slide on the
next page), and relate these to a for-
midable force that is entering the
field. The first three slides on the
page after next show the dollar
value, the average selling prices and
the number of units shipped for
4-bit, 8-bit and 16-bit single chip
microcomputers.

The 16-bit market has changed
because it only started recently.

The fourth slide on the page after
next shows the important thing,
and that is Japanese production of
electronic devices. The top line
shows total production, and the line
below shows imports to Japan. The

Expenditures during life cycle

35%

50%

Conception
stage Production
\ 12%

3% Development

Operation
and
support

Effect of early decision on life cycle cost

95%

85%

Percent of locked-in

life cycle cost End of conceptual design review

50

End of critical design review
End of system design review

System life cycle

Years

Effort applied in poor and good programs

“Coded”  “Designed”
Program design 5% 35%
Program implementation 45% 10%
Debugging 50% 35%
Subtotal: 100% 80%
Maintenance over life 25% 5%
Modification over life 50% 10%

Total: 175% 95%

bottom line shows the Japanese exports. Round about 1984, Japan will be a net exporter of
electronic devices, and the States will take 60% of these devices. So the emphasis of semicon-
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ductor manufacture is changing from the States being a net exporter to becoming a net
importer.

Remember what | said at the start —
that the people who manufacture Firish
devices will be the systems sup-
pliers of the future and they will get
the major part of the total value.
Finally, let me look at Japanese pro- Product visiity v, RV i
ducts. The final slide (on the page

after next) shows some of the

Japanese manufacturers and their

involvement in the market, either as

a major vendor, or entering the field

with a strong capability. As you can Frmie
see, the Japanese manufacturers
cover a wide variety of products.
That is the situation with the
dominant country in the business.
They have better CAD facilities than
the States, and they now have set
their minds on software. The Japa-
nese have always known where
they are going, and they will be very
dominant within the first half of the
next decade.

Reliability of most software systems

| should like to finish by quoting Fllns 1ot
from a recent article in the journal
Management Today, which started:

System life

“The UK is on the verge of the big-
gest technological change since
the Industrial Revolution, and it
presents all the confidence of an
old lady trying to cross the road.”

Single chip microcomputer market

1979
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Worldwide 4-bit single chip microcomputer market (excludes calculators)
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Major Japanese suppliers and their products

Source: Most & More Inc., Tokyo

Fujitsu | Hitachi | Matsushita | NEC | Ricoh [Toshib:

PABX

Facsimile

Small Business
computers

Word processing

Personal
computers

Data_
terminals

Copiers

Logend Major vendor, good reputation, strong market position
B Entering the field, but not strong in market
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SESSION H

THE FRENCH ELECTRONIC TELEPHONE DIRECTORY
AND THE TELEMATIQUE PROGRAMME

Roy Bright,
Inteimatique

Roy Bright’s earlier career was in the British Post Office and included the marketing of the
experimental packet switched service, but it was in the early 1970s that he became the world's
first viewdata commercial manager. Later, as head of the Prestel international division, he
negotiated the series of software agreements with West Germany, Holland and elsewhere.

Since his more recent appointment by the French administration to set up a non-profit making
commercial subsidiary, he has established “Intelmatique”. As managing director, he leads a
multi-disciplined team of experts and has global responsibility for the promotion of the French
Télématique programme and is already collaborating with several foreign organisations planning
to use this French technology.

| have addressed members of the Butler Cox Foundation on previous occasions, wearing a
different hat. | hope today that | will be of some use to you, to inform you about the plans in
France. The first point is that my mission is not just concerned with videotex, although that
naturally is an important feature of the French Télématique programme. The programme is a
generic title. Its title was coined originally in the Nora-Minc Report, a couple of years before |
went to France, to describe what could best be described as the convergence of informatique,
the French term for data processing, and telecommunications. Having been coined, the term
tended to lapse. But | found, on going to France, that it was a much more attractive word than
“compunications’ and other rather clumsy words that have been bandied around over the past
year or so. | suggested that we might adopt the term as the focus for this French programme, so
we have now the French Télématique programme. We are quite happy if people want to spell it
with a ““c”’ instead of a “‘que’’ or, in the case of Germany, with a “k”’. | have asked people to feel
free to do that, but at least it is nice to have a word that trips easily off the tongue.

| think that it is important to have this title, because | believe that in the coming years
Télématique will become more and more important to us, both in our business lives and in our
private lives. However, there are a number of key features to bring out. It is one thing to have a
term, it is another to understand what it means and what are its implications.

First, the programme of Télématique has been developed in France as a national programme. It
is only more recently that the international market opportunities have been identified and
addressed. | will come back to this with some of my slides later, but essentially it is a dynamic
programme. Ever since | have been in France we have inherited at least three products to add to
those which were first mooted when | went over there.

One way of defining the Télématique programme — with apologies to a well-known American
company — is the 3M's. It is multi-product, it is multi-supplier, and it is multi-application. To
avoid embarrassing 3M we might call it the 4M’s, because it is also multi-national. Those
objectives of multiple application have at their root the French Government’s ambition to create
an information-based society during the 1990s. This is not to say that every home, or every
person in every home will be sitting down at keyboards all day, tapping to each other. What is
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important to recognise is that the Télématique programme as a first objective, and yet a very
vital objective, seeks by economies of scale, by mass production, and by the use of the ever-
decreasing cost of LS|, to bring the price of these products and services down to a level which
initially will penetrate much more into the small and single man business sector, and later even
into the home. One important initiative that the French are taking — the electronic directory
service — is addressing that goal specifically.

The four factors that | have identi-
fied on this first slide are an attempt
to encapsulate all the objectives and
the opportunities that have been
described for the Télématique pro-
gramme. First, a coherent R&D pro-

-

gramme ensuring compatible prod- - L e :

ucts. Unlike many countries — and - U5 OF Sigz‘fcﬁﬁﬁy_ R i _

to some extent | include the UK in - 10 ACHIEVE LO COSTS/MASS MARKET:
this — there has been a very serious HLAR | ' SOPHY =
attempt in France to coordinate the . ' E ADAPTRRILITY
R&D work for the Télématique pro- ae T . vy -
gramme. If you look at the most ob- . \ ?ﬁ-.?ﬁlﬂﬁwﬁ ﬁfiﬂﬁ- -

vious and striking examples of the
broadcast teletext systems and the
interactive videotex systems, known :
fondly as Antiope and Teletel respectively, they have their origins in a common research and
development centre, in Rennes. Both the telecommunications authority and TDF, the French
broadcast diffusion authority, jointly fund that research centre.

This coordinated R&D also takes advantage of the favourable trends of the price of technology.
| suggest that, without that, many of the things that we have discussed in the past two days
would not have been possible: and naturally that applies equally to the Télématique
programme.

The next factor is a modular design philosophy to maximise adaptability. That is a bit of a buzz-
word phrase, but what it means is that each product has been developed essentially to create
the maximum opportunity, or synergy, to which these products can lend themselves in various
applications. When we look at the electronic directory you will find that the technical compati-
bility between it and Teletel is a striking example of that goal.

The fourth factor is a commitment to achieve harmonisation with foreign needs. Those of you
who follow closely the videotex discussions in CCITT might smirk a little at that, but the fact
remains that a key objective in France is to create ultimately a world standard, but certainly a
European standard in such matters as videotex, facsimile and so on. It also means that products
designed for the French home market will not necessarily be readily adopted — or even suitable
— for overseas markets. So there is an attempt here in some of the design options that are

being planned into the French national system to maximise the opportunity to relate them more
closely to foreign needs.

So the first of the Télématique family is the videotex system development, which is called
Teletel in France. There are a number of important, fundamental points of a non-technical
nature to make about this development. The first and most striking point is the objective of the
French PTT not to become an information database manager. That puts it in a nutshell.
Essentially what it means is that the PTT will, following the Velizy trials, back off completely
from database management and that activity will be conducted by the industry itself — be it
private industry, government agency, or whatever form they represent.

That has important implications, not least of which is that the industry, including the supporting
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industry, the software houses and the hardward manufacturers, has to be much more versatile

and flexible. A centrally-managed videotex system has some strengths. For example, every-
body knows which way he is going,

and, provided someone gives a di-
rection, it is easier to conform.
However, in conforming, you per-
haps lose some of the benefits and
some of the striking features of the
development of that videotex ser-
vice.

In France, on the other hand, it does
mean that there is much greater
concern about such matters as the
type of index structure each data-
base should use, and the type of
security level that should be im-
posed within the database opera-
tion. That is a complication which | ;

am sure many of you, as users of videotex and like systems, will appreciate is a key one,
particularly if your ultimate aim is the mass market, and the untrained user.

The French objective does, however, bring some benefits in its wake. It means thatif lamin a
banking operation and | wish to make use of Teletel, | do not have to concern myself with the
fact that it will take X months, or maybe years, before certain levels of security are available for
me to exploit in order to allow my banking operations to be free from misuse. Because the
responsibility is mine, as the operator of that system | will decide what level of security | require
and whether | should invoke some sort of ““smart” card.

Similarly, if | am a mail order operator, | do not have to worry about trying to transfer all my
inventory, all my database material on to someone else's system. | operate my own system and |
decide who | allow on to that system. | decide whether they have to have certain passwords if
they are agents or the end user, and | decide how | update and index that system. Maybe a tree
structure is not the best way to handle a particular application. So the French approach has
strengths and it has its penalties, but one thing it does have is flexibility. | would suggest that, in
many cases, the concern expressed about market confusion vis-a-vis different types of indexing
structures can be overcome if the operator of the system is allowed to make his own decision.
He knows better than any PTT who his customers are and what they can best comprehend

when they wish to access his system. So in a way | think that it is putting responsibility where it
best belongs.

Another key point that it brings in its train, having referred to non-tree-structured indexes, is
that you have to assume that all terminals will have a full alphanumeric keyboard. Otherwise we
will be in real trouble if we try to offer some sort of associative search technique and 80% of
your users have numeric-only keypads. So again there are certain ramifications of that original
decision that the PTT, in principle, should not be the database manager. These ramifications
have to be taken into account, and | suggest they are worth noting when you are tempted to ask
what is the difference between Teletel and Prestel. There are some fundamental differences
which are not technological differences per se but are much more concerned with features,
attitudes and policies.

To summarise on this slide, firstly | have referred to the greater responsibility on the industry, on
hardware suppliers and on software houses. | have also referred to the fact that to serve the
growing number of service providers planning to take part in the Velizy trial, which starts in two
and a half months’ time, there are different types of customer interest. For instance, a stand-
alone device typically would be needed by a company which, for whatever reason, had decided
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to go into Teletel without any existing commitment. Maybe they do not have a computer
already, or, if they do, they do not want to disturb that side of their business. Whatever the
reason, they want a separate application because of the advent of Teletel. Whereas, as |
mentioned earlier with the mail order example, if | have an existing database and | wish to utilise
that, then | am interested in a front-end solution. The particular example that | have in mind here
would be two of the major mail order companies in France. Both have IBM 370s which carry
their present database. So they have been offered a solution by the industry which would
involve an IBM Series-1 emulating a 3270 looking into the database, and matching the Teletg|
standards and protocols looking out to the network.

The Portabase is a trade name of a particular piece of hardware developed in France, but it
represents a range of options, which essentially is a mini-videotex system. A number of similar
developments have already occurred in the UK, because it is recognised that there are certain
applications where a modest-sized, low-cost, stand-alone videotex system could be of use
within an organisation, and if that organisation is geographically dispersed it does not matter.
The Portabase range is an indication of those types of developments.

Finally, there is the concentrator. You will appreciate by what | have said earlier that if you have
a distributed database — which is essentially what Teletel envisages — and an equally widely
distributed customer base, the networking becomes a very important feature. In fact, one of the
benefits in France that has enabled the PTT to take this rather more transparent role, is the
existence of Transpac, which offers distance-independent tariffing. So in France you will have
the appearance of local concentrators which will handle the interface between the local popula-
tion of Teletel users and, if it is over a longer distance, link you in to Transpac, which will then
act as a main highway to the distributed databases.

The other form of concentration should not be neglected, because the very nature of the
system puts much more onus on the need for a menu — a menu of information or topics that
are available somewhere in that widely distributed system. So there will be a need for some
form of concentrator, but working more in a commercial sense. Indexing and maybe centralised
billing and tariffing and other features can be incorporated in it, as distinct from the communica-
tions concentrator to which | referred in the previous example.

To give one angle on the approach
to Teletel, this model represents a
Thomson CSF device which is
based on an existing TV display.
Underneath the display you will ob-
serve the rather smart plinth on
which it stands, which contains as
you would expect the decoder,
modem and so on. The lady in the
photograph is holding the full alpha-
numeric keypad rather than the nu-
meric only keypad to which | re-
ferred earlier.

| should add that since January 1980
the French TV manufacturers have
agreed that all sets preduced will incorporate a special interface for such things as video
cassette recorders, but which includes an external adaptor for videotex systems. That means
that anybody buying a TV since January 1980 automatically has an interface built into the set
which overcomes one of the criticisms of external adaptors — namely the slightly poorer quality
image that one gets if you go in through the antenna.
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The second member of the Télématique family, electronic directory systems, generates more
interest than any other single product in the Télématique programme. It is worth spending a
few moments on it here, then we oo LA
will come back to it later with some
application examples. Essentially it
refers to the ability, as you would
expect, of any electronic directory
system worth its salt to meet the
needs of PTTs and carriers. That
was the main reason for the French
development. The intention is that
there will be a supply of low-cost
terminals to all telephone subscri-
bers, enabling them to access the
electronic directory databases at no
cost to themselves so far as the ter-
minal hardware is concerned.

This system has already started a

series of trials. One took place last June through to September, with about 50 customers involved,
primarily to address the questions of man/machine dialogue — the user friendly approach thatis so
important if it is to succeed. Later this year, in June, another trial will start with about 1,000
terminals, and this trial will refine some of the lessons learnt from last year. Inthe last quarter of this
year, the % million user trial will start. Itis scheduled to take place in llle et Vilaine. In that location
the complete database of directory entries for that department of France will be mounted, and

every telephone user in that department of France will be equipped with one of the electronic
directory terminals.

For non-technical reasons, during the trial the terminals will not be allowed to access the Teletel
databases, which by then will also have been established. But | stress that the reasons are non-
technical. In other words, there are certain implications vis-a-vis newspaper attitudes to the
classified ads/ Yellow Page grey area. (This area is the focus of attention in many parts of the world,
including the USA.) Nevertheless, | stress that the reasons are non-technical. Technically, those
terminals and the network could allow that access to happen very readily.

My next heading — commercial applications — is to remind me to stress that although the system
was developed for an electronic directory, there s absolutely no reason whyitshould notbe usedin
non-directory areas. This is an important point because of all the publicity (and indeed the soft-
ware), which is designed to emphasise the directory application. However, if you stop to consider
the terminal, with a low-cost monochrome screen, with a Teletel decoder builtinto it — itis equally
happy working with other types of information. Less obvious, but equally true, is that the software
developed for this system can be exploited for many other types of commercial applications in
ways that are not apparent at first sight. For example, the basic fields the software uses for the
directory must include initials, name, address details, telephone number, and maybe profession if
we are looking at the Yellow Page side. If you think of that as a set of four or five fields and you
replace some of those headings with other topics (such as catalogue item for telephone number
and item descriptor for name and address details), you can begin to visualise that there is a certain
transparency about this software that lends itself to non-directory applications. It is worth
considering this as second-generation videotex, because once you start to see some of the
demonstrations and the capability of this software, itis very impressive. It uses full alphanumeric, it
uses inverted file techniques, and itallows you to have focusing — we have taken some terms from
photography like ““autofocusing” and “autozoom’’. If you are looking up a telephone number in a
strange town, one of thefirst things that the system will ask you if you do not have the fullname and
address details is, ““Which district?”” “Would you like a list of districts?’” Answer: “Yes"’, and up
comes a list of districts. Now you can start searching from that angle if you prefer.

All these techniques and the software to support them have tremendous value in any non-profes-
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sional area that you like to envisage.
Another important example would
be in the problems of misspellings
and phonetic problems of that na-
ture. Again, the software has been
designed to cope with those prob-
lems. So | would argue that this is a
very useful example of second-gen-
eration videotex software.

Some of the hardware for the elec-
tronic directory system has been de-
veloped. The French PTT placed re-
search and development contracts
for the terminals with each of four
major manufacturers: Thomson
CSF, Telic, TRT (the Philips’ subsi-
diary in France) and Matra. The PTT
defined the characteristics of the
service in the form of a facility speci-
fication and allowed the manufac-
turers to work out the technical
solutions and the packaging. These
four slides show an example from
each of the manufacturers, al-
though most of them prepared four
or five different versions just to
show the variety of treatment that
they each applied to the problem.

They are very neat, and could look
something like the final version that
will be used in the trials at llle et
Vilaine. One of them is interesting in
the sense that it has an integrated
handset. This is another interesting
feature, particularly when we look
outside of France in terms of the use
of these terminals in other countries
for non-directory applications.

The next item (see first slide on next
page) on the Télématique list is
mass facsimile. There is nothing
new in facsimile, and nothing parti-
cularly new about facsimile over the
normal dial-up network. What is in-
teresting, however, is the key word
“low-cost”. Typically, US$500 is
the target cost per unit, and the
production envisaged to reach that
target would be a million units over
a ten-year period. As you will appre-
ciate from those numbers, we are
not now talking of penetration into
every home, but rather penetration
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throughout the complete strata of
business organisations right down
to the smallest shopkeeper. Mass
facsimile units could provide small
businesses with the added benefits
of a low-speed photocopier and
hard copy videotex output, where,
for example, a shopkeeper uses
videotex and wants some hard copy
occasionally, yet does not wish to
afford the price of the dedicated
hard copy device.

Of all the Télématique family, mass
facsimile is the trickiest to give time-
scales, objectives and dates on. Itis
not as advanced in some respects in
terms of commitment from indus-
try, in terms of definition and so on.
Later this year a pre-production
model should appear for evaluation,
but if someone said to me today,
“I'd like a thousand of those mass-
fax units in the next six months,"’ |
would be embarrassed. But we
would try.

Here {second and third slides on this
page) are two examples of the
manufacturers’ products that have
been developed along these lines.
The first one was Thomson, and
this one is Sagem, the Safax 2000.
As you can see, it is rather battered
looking, because it has been carted
around many places in the last few
months. So mass facsimile is an ob-
jective and will be appearing in the
next couple of years as a viable,
low-cost product.

Moving now (fourth slide on this
page) to Telewriter — this needs a
little more explanation because it
has not been around for long, al-
though the principles and the tech-
nology are well established. It is
an interactive graphics / manuscript
service provided over the PSTN.
The history of Telewriter is that
the audiographics teleconferencing
commitment in France is quite big
— indeed part of the Télématique
programme is to promote that de-
velopment. To support it — that is
to add the graphics element to the
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main audiographics — the Telewriter has been developed, and for that reason it is fairly high
cost in terms of its comparatively low-volume production. However, | have taken the view since
| came to France that Telewriter does have some interesting capabilities in its own right — on a
station-to-station or- person-to-person basis rather than an audio studio-to-audio studio basis
over a leased line. Indeed, provided the PTT in any particular country give their blessing to the
actual modem, there is no reason why simultaneous speech and telewriting should not be
achieved between two people talking over a normal, dial-up circuit.

The last item on the slide refers to a second-generation development, the prototype of which
appeared in 1980. The prototype has the ability to create a mixture of videotex information and
telewriting graphics, such as a signature, on the same screen. This development has some
software implications at the videotex level because you have to link maybe four videotex frames
together to carry the mix of videotex data and the telewriting material. Nevertheless,
technically, we have shown that this can be done.

Let me move on to the current ver-
sion of the telewriter. It is limited to
the colours that you see on the
slide, red and green, and it is limited
in terms of the size of the writing
area to not much larger than a sheet
of toilet paper. However, the next
edition does have a much wider
writing area. It relies on capacitive
techniques in order to sense the wri-
ting and it uses a probability curve in
order to create the speed of the cir-
cuitry. In addition to a larger writing
area, eight colours will be available
on the next edition. The next edition
will also have the ability to combine
videotex and telewriting.

From my point of view | think that telewriting could be a useful development. Several American
companies have their head office on the East coast and their R&D centre on the West coast.
These companies have looked at Telewriter and said, “This could be just the answer to some of
our needs”. At present they are on the ‘phone every day to their colleagues, trying to describe
something they would like to see done with a circuit design, or discussing a management
problem, or maybe discussing an advertising logo. Telewriter lends itself to all those sorts of
applications very nicely.

I mentioned earlier that the chip
card could be conceived of in a

SONK _ THE TELEMATIDULE
number of applications. The first

point to make is that the technology fﬂmﬁ.”l - -l .
can be applied in many ways. The RELATED DEVELOPMENTS T

focus at the moment, as you will
gather from this slide, is in the finan-

1

cial area for point-of-sale and home - THE INTEGRATED CHIP CARD
transactions. But the chip that ap- _

pears in the plastic card has intelli- 1.E. " SHART CARD ®

gence. It is powered from the rea- FOR USE IN POS AND HOME

der. It has the ability to have what TRANSACTIONS
we might call a non-secret field and i

a secret field. Information in the
non-secret field can be accessed by
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any terminal, whereas the second level of information is accessed only with the full agreement
of the user, who has to key in his or her own PIN number before any access is available.

The interesting feature of the chip card is the technology of the card rather than the terminal. It
is a rather thick plastic card, but otherwise it looks like a conventional credit card. (Ed.: At this
point Roy Bright held up a chip card.) In this corner you can see the actual chip with the
interface leads. There are eight interface leads here of which six are currently used and two are

there for future possibilities. The chip card is definitely still under early development, let me
stress that straight away.

The plans in France are quite interesting. There will be trials of such a card in one or more cities
in France — Lyon has already been selected as one testbed — towards the end of this year or at
the beginning of next year. There are four manufacturers involved, each doing their own
development work on this subject — Cll-Honeywell Bull, Electronic Marcel, Dassault and
Flomic Schiumberger. Dassault have been concentrating on an intelligent magnetic stripe card
which takes care of debiting and crediting, but now are working on a second version which will
combine a magnetic stripe on one side of the card and a chip on the other. Dassault are taking
this approach because for a number of years there are bound to be two types of terminal living
alongside each other, and they want a card that can be used in either type of terminal.

The technology of the ““smart’’ card not only offers greater security — hence the excitement it is
arousing in the banking and money market areas — but also it is a very versatile computer. In
fact the name given to it by Cll-Honeywell Bull, CP8, is an abbreviation of ““‘computer-in-the-
pocket 80,” and it literally is that, and it has some very interesting possibilities.

To give you one example other than banking, it can be used for medical information, where the
bearer of the card has on the non-secret area of the card such statements as allergies, blood
group and so on. On the protected area of the card, where only his PIN number can open the
door, there would be a lot more privileged, confidential information which he must agree to
disclose only to an authorised person. Similarly, chip cards could be used for security access.
Another application that has been developed in France is that of TV subscription. In North
America Cable TV and other people are anxious to broadcast programmes, some of which they
do not mind who sees them provided that the viewer pays a monthly flat rate fee, and others of
which you pay on demand or pay on use. The chip card with the appropriate reader would allow
that discrimination. For example, only those people who have paid special fees for this month’s

box office release would be allowed to see it and they would pay by inserting their card into a
reader.

The first piece of hardware to use
the chip card is in the retail industry.
The card allows the merchant to
operate the terminal itself, but with
the handheld keypad it allows the
user to invoke his own PIN number.
This can be used both on-line and
off-line. You will see from the slide
that it is a magnetic stripe card
rather than a chip card. It will be on
trial later this year in France, at St.
Etienne.

The magnetic stripe card will even-
tually be replaced by the “smart”
card. On the first slide on the next
page is a mock-up of the configuration that might be envisaged whereby one of the electronic
directory terminals could be used in conjunction with that handheld keypad. The users could
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not only do their browsing round the "‘best buys” but could pay for those best buys, or inspect
their bank accounts, or check the value of that card. One of the features of the card is that it

will give you a read-out of a value. It
has many ways of being used finan-
cially. Not as a credit card, | stress.
One of the more popular uses is that
you literally buy a card worth, say,
$100 and it is debited each time you
use it. You can get a read-out on
any terminal of the amount of
money left on that card at the time
you wish to check that.

| said earlier that | should come back
to the electronic directory. It is one
thing to talk about terminals, but it
is another to talk about what the
user can do with the terminals and
how meaningful the service may be
to the user. What | have done on
this series of slides is translate some
of the typical French screens into
English to illustrate the principle of
the electronic directory. | go no fur-
ther than that. First, it offers the
user a choice either of alphabetical
(i.e. White Page) listings or Yellow
Page listings, or at the bottom of
the screen, emergencies, doctors,
fire service and so on.

Let us assume that the user opts for
a White Page listing. You will see
that on the screen he is invited to
key in, “l am looking for . . .”” You
need the name of the person and
the community, with as much detail
of the address as you can provide.
The grey areas at the end which dis-
play the control commands NEXT,
SEND, SEND AGAIN, or PREVI-
QUS, indicate the control buttons
on the keyboard which the user
would operate to invoke the next
step. Let us assume that the user
has, in one-finger fashion, typed in
MORVAN, and for community he
has typed in the name PARIS,
which is a fairly open-ended search
area for any computer. This is
where the system gets more inter-
esting.

The example (third slide on this

# = B . —V: .7 S : :ﬁ
TELEPHOME DIRECTORY . EE

ETICAL LISTING
I'M LOOCKING FOR

IN WHICH COMMUNITY 2.

HE WAVE 19 ANSWERS. HELP UBHI

If YOU KNOW THE FIRST NAME
OR IHE RDDRESE. - c i oo

FOR THE COMPLETE LISTING

page) is rather artificial, for | am sure that there are more than 19 MORVANSs in Paris, but for the
purposes of illustration it is claimed that there are 19 listed with that name in Paris. If you
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had this in real-time on the screen, the top half stays available and the bottom half is erased, and
a new entry made on the bottom half of the screen alone which says, “We have 19 answers.

Help us! If you know the first name
or the address press SEND, " which
means that you would type in what-
ever you know; or alternatively, if
you cannot help us any more, “We
can give you a complete listing’’ in
which case press the control button
marked NEXT.

We assumed (first slide on this
page) that the enquirer has been a
little more helpful and entered the
name CHRISTIAN, and is now able
to ask the computer if it can be more
specific itself.

The answer is ““Yes” and we are
supplied with CHRISTIAN MOR-
VAN's full name and address details
and his telephone number. If you
have further enquiries for other tele-
phone numbers, you are asked to
press the button marked PREVI-
OUS. Alternatively if you do not
agree with that offering, you can
press GUIDE and the system wvill
take you to a guide section. That is
important because you will appreci-
ate two things. Some users may be
very expert but not have full infor-
mation all the time. Other users will
be beginners and, whether or not
they have full information, they just
do not know how to use the system.

So the system offers three levels of e

skill for beginners, intermediate
users, and advanced users. The ad-
vanced level means that the user
types in right at the beginning as
much information as he can and by-
passes a lot of the slower steps. On
the other hand, the beginner will be
very happy to go to the guide and be
led by the hand through the system
for the first couple of occasions. So
that is one example based on White
Pages.

Here (third slide on this page) we
have an example of Yellow Pages. It
has a listing which includes this Yel-
low Page business card entry. If this

were a live screen the little arrows on the left next to the numerics would be flashing. That
indicates to the user that there is at least one more supplementary frame of information sup-
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plied by that company — and this is where we get into a more commercial environment — that
the user can inspect.

: : rvan & Sons
Let us look at an example of a sup ?3 s ATREET
plementary frame. This frame is in- "M“ 18

viting the user to use this particular
company’s car ferry to Jersey. Let
me draw your attention to the use of
graphics. Remember that this is
typically a monochrome screen, al-
though if you were accessing it with
Teletel you would get the benefit of
colour. All frames are designed for
both colour and monochrome, or
for both types of representation.
This frame is really an advertising
page.

We are invited to press NEXT, so
there is a second supplementary = - -
frame, and on the next frame we are e —————
given more factual information such - _JERSEY 18580 BCHEDULE LLOCM

as timetable material and the like. .
The important point is that we have
used the electronic directory termi-
nal. We have shown that the ability . - =
of the user to use a full alphanu- RY WO
meric keyboard is there. We have A e .
shown that the graphics and other
features associated today with
videotex are available, and there is
absolutely no reason why that ter-
minal could not be used in a variety
of applications which have nothing
to do with electronic directory.

HONDRY,
AND BATURDAY

The third slide on this page shows
the network for the electronic direc-
tory. Working from the top lefthand
corner we have a terminal and we
have used the dial-up network to
access one of the concentrators
that | mentioned earlier. Through
that concentrator we have intercep-
ted an interrogation centre. The first
point to make about the interroga-
tion centre is that the interplay be-
tween the user and the system takes
place at that level. The next level —
the orange box labelled “documen-
tation centre’” — is where the in-
scriptions are held and the complete
database for that area is located. All that dialogue that we saw just now was the user interacting
with the interrogation centre.
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Coming down the page you will see the oblong shape that is labelled Transpac. That is to
indicate that in addition to your local service directory enquiries you can get into a national
environment. Each of those lines at the high level are labelled X.25 and are involved with packet
switching. Off to the left you have the management centre which is responsible for both the
Yellow Page and the White Page activity on the system. On the right there is another orange
box to show that you could have accessed a remote database enquiry centre. The green box on
the top right represents operations and updating. Naturally there has to be some sort of
spooling operation and updating of entries of inscriptions between the system. In the case of
the White Pages, the PTT will have that responsibility, because the PTT has the existing sales
office and all the advice notes that are issued go through this office. The PTT already does this

for its present directory system, which is accessed by the directory operators when they handle
enquiries from the public today.

For the Yellow Pages, the contractor in France is a company called Office de Nance, which is a
subsidiary of Abbas, the largest advertising agency in Europe. They have done a remarkable job.
When | went to France | was surprised to see how much work and how much skill they have put
into this Yellow Pages subject. | mentioned earlier the photographic terms. They have created
almost a science on this subject and are becoming a very powerful influence on the design of
the system, and the value of their experience can be considered outside of France.

Today | have shown slides on or referred to videotex, the electronic directory, mass-fax, tele-
writing, ““smart” card, and audiographics teleconferencing.

So what is happening outside of
these developments? Essentially In-
telmatique, which was the name
that | coined when | went to France
for this operation, has been set up
as a commercial subsidiary of the
French telephone administration, of
the Directorate General’s Office of
Telecommunications. That is, we
are not a department within the PTT
but rather an arms-length opera-
tion, but nevertheless wholly
owned by that organisation. Our
mission is summarised on the slide.
It is to promote the Télématique
programme internationally; to stim-
ulate customer interest worldworld; to assist customer experimentation; to advise the French
administration on harmonisation — the point | made earlier about matching the needs of foreign
markets to the products; and finally, to liaise with the French Télématique industry. | have
invented yet another phrase, the French Télématique industry. It is a multi-supplier situation in
France. You have heard me mention some of the larger companies, such as Thomson CSF or
Matra: software houses like Stéria, and CAP-Sogeti, and others, which are very small, but have
found a little niche to develop editing terminals or specialist modems. We in Intelmatique are
representing their interests worldwide in terms of the Télématique operation. From what | have
said today you will appreciate that it is a tall order for any one company to have a perspective of
all these products and to know where they are going, to know what is happening and which are
the leading edge activities. It would also be naive to expect one company to talk about other
companies which may be their rivals in certain product areas. In a way that is what Intelmatique
has been created to do: to promote and create an awareness, up to the moment when a client
organisation wishes to get down to commercial negotiations. Even then we might be involved in
the discussions. We then hand over to the end supplier. Eventually, a contract is drawn up
between the customer and his supplier or suppliers if we are into a system environment.
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| think that will illustrate to you the seriousness with which the French Government regard their
Télématique efforts. They are pouring a lot of money into it; US$27 billion went into the
telephone system, including all this work, in 1975 in the seventh five-year economic plan.
Recently, just before Christmas, the eighth plan was announced, and US$23 billion has been
devoted to such matters as telecommunications, microelectronics and computing. That is big
money, even in today’s terms. So | think that is an important point to register with you.
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CONFERENCE
CONCLUSIONS

David Butler,
Butler Cox & Partners Limited

The title of our conference was ““New applications, new technologies”” and | believe that during
the past two days what we have heard from the speakers has been a series of extremely

interesting, well-prepared, challenging and stimulating presentations, and that they have amply
fulfilled the mission which we entrusted to them.

The thing that sometimes puzzles me, going away from a conference such as this, is the sheer
multi-dimensionality of the whole problem. You can look at it down the economic axis and think
of it in terms of trying to extract profit from business operations or to improve efficiency or
effectiveness. You can look at it along the technological axis. You can look at it along the
human factors’ axis. You can look at it along the social axis. There are so many different axes
along which you can look, and you see the same picture from a totally different viewpoint.
What puzzles me is how we can reach a stage where we can get some rounded view of the
whole area at which we are looking; some rounded view of the whole area of information tech-
nology and its impact on our way of work, our way of earning a living, and our way of life.

For two or three years we have been struggling to move towards such an understanding of the
areas that we all discuss together, but | believe that in the last year or so we have made signal
progress towards such an understanding. | believe that from this meeting, and from others like
it in the last year or so, have come at least the beginnings of an understanding of that global
picture which it is so important to understand.

Some of the inputs that have been most valuable to me came from a meeting which many of
you attended, the one that was addressed by Professor Stonier in London, when he talked
about the way that as technology advances it has the effect of turning garbage into wealth. The
oil, the coal and other garbage were in the ground long before we knew how to extract them
and use them. It is technology which turns that garbage into wealth. But along the road it also
means that more and more people get shaken out of traditional occupations, as technology
advances. | am sure that those of you who were there will remember the very graphic term that
Professor Stonier used to describe that process. He called it the “ratchet’ effect, because the
technology turns in one direction, but you find that when the cyclical boom comes along the
ratchet does not turn back more than one or two notches in the opposite direction, so that, of
the many thousands of people who fell out of occupation as the technology moved, only a few
thousand move back into occupation as demand rises.

| have been looking recently at the work of a speaker who we have not yet had to a Foundation
conference, but who | should very much much like to have at some stage in the future, whose
work similarly contributes to such an overall understanding of the problems that we are trying to
resolve. | refer to Professor Daniel Bell, the author of The Post-Industrial Society. Professor Bell
looks at things from a slightly different viewpoint than Professor Stonier, and sees three
principal characteristics of the kind of society which all of us are trying to build.

The first is the change from the goods-producing society to a service-oriented society. We
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have all seen the figures that, for example, we published in a Foundation report as long ago as
1977 showing how people had migrated from manufacturing industries into service industries.
Professor Bell emphasises that you do not necessarily have a society which is less wealthy in
goods, only that it requires very much fewer people to produce a larger volume of goods. But
what Professor Bell calls “‘the axial principle’” of his post-industrial society is the codification of
theoretical knowledge for innovation. He contrasts the way in which modern product develop-
ment gets carried out with the hit-and-miss methodologies of the past. He points out that, for
example, Alexander Graham Bell was a speech therapist who was simply trying to find a better
way of communicating with deaf people, and happened to stumble on the telephone; and that
Edison, perhaps the greatest inventor of all time, was a mathematical ignoramus who knew very
little about the theoretical basis of the things which he invented.

Professor Bell is basically a technological determinist. He sees all this knowledge becoming
codified, mobilised in a highly systematic way, and thereby transforming our ability to produce
new goods and products, and to turn much, much more of Professor Stonier’s garbage into
much, much more wealth. He calls that the creation of the new, intellectual technology.

A third speaker that we had at another meeting was Gordon Scarrott. He talked about turning
from the computing slave which was the computer of the past to the knowledgeable servant,
the system that can help us to do things that we could not do before. He said that if Linnaeus
had been classifying mankind today he would not have called him homo sapiens, he would have
called him simia ordinans, the organising ape. Gordon Scarrott sees technology as being funda-
mentally linked to man'’s ability to run a civilised society. For those of you who were not at that
meeting, he divided the history of mankind up into huge blocks and said: “‘this is when we
learned to write; this is when we learned to write on paper; this is when we learned to print”’. He
sees the advent of information technology as a similar major turning point in the whole history
of civilisation.

He makes the fundamental point that all those advances in information technology — learning
to write, learning to write on paper, and then learning to print — were changes in the method of
transmitting information not changes in the method of processing information. Therefore, since
processing power — the human brain — remained distinctly finite and expensive, it was
centralised. Now we have methods of processing information which are cheap and plentiful, Dr.
Scarrott says, ergo, the politics of the last hundred thousand years are hereby declared
obsolete.

All of these differing viewpoints offer different perspectives on the technology about which we
have been talking for the last few days — communication satellites, microprocessors, voice
systems, spatial databases and so on. | think that it will be a very long time indeed before we
can say that we have anything like the overall grasp of the nature of this subject that we are all
striving towards, but | do believe that some overall picture is emerging. At least we are
beginning to get some idea of the scale of the revolution in which we are all involved.

| should like to close this conference, perhaps appropriately in view of our last speaker and the
presence of a number of very welcome guests from France, by quoting from the famous report
Linformatisation de la Société, by Simon, Nora and Alain Minc. They said:

“If France does not respond effectively to the serious new challenges she faces, her
internal tensions will deprive her of the ability to control her fate.”

That is a very important and challenging statement with which the report opens, because it is
not about technology, it is not about economics, and it is not about working in offices. It is
about the very fabric of the society within which we live. | believe that is a valid perception of
the scale of the problems with which we are all trying to wrestle.

| should like on your behalf to thank all the speakers who have contributed to the conference
this week. | should also like to thank you, our members, for participating so actively in the
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Postbus 350,6880 A] Velp (Gld), The Netherlands
Tel B5-649474

France
Akzo SystemsFrance
Tour Akzo,164 Rue Ambroise Croizat,
93204 St Denis-Cedex] France
Tel(1)B20.6164

The Nordic Region
Statskonsuit
PO Box 4040,5-17104 Solna, Sweden
Tel08-730 0300, Telex 127 54 SINTAB:S
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