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Foreword

The United Kingdom has a
considerable claim to being in the
vanguard of advanced thinking on
the design of office buildings for
information technology (IT). No-one
would have predicted this 10 years
ago. Indeed, so bad was the
reputation of British office
development — mean, retrograde,
unlovely, underserviced — that to
expect the opposite would have
seemed much more reasonable.

The reason for this sudden
qualitative shift is now obvious. It is
because British office buildings were
s0 bad by international standards
that they had no alternative but to
improve in response to the sudden
explosion of IT in the early eighties.
Britain is fortunate in being so
centralised: when sudden growth
occurred in the use of IT in offices,
especially in the electronics and
financial services industries, a
handful of farsighted developers
understood immediately that a
dramatic improvement in office-
building performance was essential
if they were to succeed as
developers. The ORBIT report,
published in 1983, succeeded in
capturing and broadcasting the
significance of this moment of
change when a new level of
specification for office design had to
be worked out.

The first ORBIT study defined, in
general terms, the case for new,
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more permeable, more finely zoned
and controlled, simpler, and easier-
to-plan office buildings. ORBIT 2,
carried out in 1985 in North
America, confirmed these recom-
mendations and developed them
into an operational method of
evaluating building performance
against IT-driven organisational
priorities. Meanwhile, in Britain,
both user clients and developers
began to procure, surprisingly
rapidly, new kinds of high-
performance office buildings,
designed for a variety of different
kinds of users in the City, on the
M25, and in cities like Glasgow and
Birmingham.

Why, then, is a further study
required? What more could it
possibly contribute to office design?

This Butler Cox study is particularly
well timed: it comes at the top of a
steep learning curve. Five years
after the initial realisation that IT
was an important and dynamic
factor in office design, a new kind
of certainty is emerging. We now
know, from bitter experience and
shrewd forecasts, more or less
exactly the design implications of a
fully networked office composed
entirely of intelligent workstations.
For the first time, it is possible to
step back from the novelty and
wonder of the rapid introduction of
IT into the world of office work,
and to prescribe not only coherent
strategies, but detailed guidelines to
help architects as well as data and
telecommunications managers.

Many of our recommendations are
specifically practical — dimensions
for duets and cabling rooms, heights
of access floors, types of cabling,
configurations of ‘presentations’ —
in other words, data on the design
of all the interfaces where data and
telecommunications come into direct
contact with the physical working
environment. This is exactly the
type of information that teams
working on new building projects or
renovations of existing buildings
must have at their fingertips if they
are to avoid waste and save time.

Other recommendations that are less
specific are even more practical.
These recommendations are
intended for those senior managers
in both the public and the corporate
sector who do not yet realise that
they must insist that architects and
other members of building design
teams must cooperate with IT
specialists from the earliest stage of
the development of a new project.
Equally, the IT team must
collaborate with the building team.
Without such strong leadership, it is
inevitable that building designers
and data specialists will go their
own separate and suboptimal ways
— leading to accelerated
obsolescence and exorbitant
occupancy costs. By insisting on the
sharing of information and insights
between professional disciplines,
senior managers responsible for
large office accommodation projects
can manage the risks so much more
effectively.
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A broad view is vital for senior
management. After all, office
buildings, in the age of artificial
intelligence and global communi-
cations, are practically and
operationally harder and harder to
distinguish from the computer.

The word ‘architecture’ has been
borrowed by the computer industry
to describe the underlying structures
of information systems. This is
hardly a coincidence: every large
system has its own structure, and it
is essential, if major systems as large
and complex as building con-
struction, mechanical and electrical
services, telecommunications and
data are to be coordinated, that
their underlying logic should be
understood by everyone involved.

These guidelines are intended to
make such coordination not just
possible, but also much easier than
ever before. The benefits will not
only be to the design teams but to
all those who use office buildings
(these days, the majority of the
working population), and of course,
to all those organisations whose
commercial success, and even
survival, increasingly depends upon
using IT and environmental
resources intelligently to achieve
their corporate goals.
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_Introduction

This handbook started from our
awareness, based on practical
experience, of the problems that
organisations often encounter in
installing computers and
communications equipment in office
buildings. Seeing the need for a
handbook to assist building
developers and designers, and
recognising the considerable amount
of work needed to prepare it, Butler
Cox obtained sponsorship from four
leading suppliers of computers and
communications.

Our sponsors, AT&T (UK) Ltd,
British Telecom ple, Digital
Equipment Company Limited, and
IBM United Kingdom Limited,
brought to our work their
considerable expertise and
experience in cabling, computer-
room design, building services, and
office design. We also benefited
from the assistance of our
architectural adviser, Dr Francis
Duffy of DEGW Ltd. We have
therefore been able, for the first
time, to produce practical guidelines
that are underwritten by a
significant part of the IT industry.

The main purpose of this handbook
is to provide practical guidance to
the architects, engineers, surveyors,
and space planners who design,
fitout, and refurbish buildings. Since
much of our guidance is concerned
with objectives, rather than par-
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ticular architectural and engineering
solutions, the handbook is also
relevant to developers, commercial
estate agents, and the prospective
purchasers and occupiers of office
buildings, including their IT
managers.

In view of the breadth of this
readership, we have deliberately
attempted to build bridges between
disciplines by writing in generally
familiar, rather than specialist,
terms. Since the use of some
specialist terms has proved essential,
we have included a glossary at the
end.

The Executive Summary (Chapter 1)
draws out the main lessons of our
work for management.

In Chapter 2, we explain, in a very
general fashion, the likely
developments in IT over the next 20
years, and the principles that must
be applied in building design. These
chapters, in particular, serve as a
bridge between disciplines, and we
hope that all readers will read them
both.

Chapters 3 to 7 form a detailed
technical handbook of design
guidelines. They cover office
buildings, including those associated
with non-office facilities, such as
factories, warehouses, and hospitals.
They do not cover purpose-designed
data centres, but they do provide
information on installing a
substantial computer suite in an
otherwise ordinary office building,
They address the issues of building

location, structure, services, and
fit-out,

Chapter 8 provides guidance on the
management of the building after
commissioning. These chapters are
intended as a reference work,
although they may, of course, be
read consecutively.

The Appendix extends Chapter 2,
with further information about IT
developments.

The guidelines are not offered as a
complete and universal solution to
the problem of IT in buildings.
Considerable scope exists for designs
that depart from our guidelines
because of local circumstances, or
the intending occupant’s commit-
ment to work within more
restrictive standards. However, our
guidelines define a substantial
degree of adaptability, which need
not be expensive, and which will
benefit many building owners and
occupants in the long term.
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Computers have been important in
business for 30 years, but, until the
early 1980s, they were generally
found in specialised data centres
and data-entry areas. Only a
minority of staff had any direct
contact with them. During the past
five years, however, the position
has been transformed. Computers
have entered ordinary offices in
great numbers. Today, in more and
more organisations, almost every
employee is a computer user to
some extent.

This unprecedented expansion in the
deployment and use of computers
and communications (information
technology) has placed demands on
office buildings that they were
never intended to meet. Computers
require space. They require power,
and are sensitive to electrical
interference. They generate heat,
and so require cooling. Data
communications between computers
and desktop terminals and
workstations require cables and
other equipment in large amounts.

Some information technology (IT)
systems have been designed with
little thought to the physical
requirements associated with
installation in buildings. As a result,
buildings have very often been
unable to meet their occupants’
needs for IT systems. In the City of
London, for instance, many
buildings are being completely
refurbished, or even demolished, for
this reason.
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The construction industry’s attempts
to meet these emerging needs have
been hampered by a number of
difficulties:

— IT is advancing extremely
rapidly.

— The use of IT varies greatly
between occupiers.

— IT systems from different
suppliers make different demands
on buildings.

— Few IT specialists are able to
foresee their organisations’
future requirements for IT
beyond the short term, or to
present them in ways that are
useful to the construction
industry.

As a result, even some recently
completed office buildings presented
their occupants with serious
difficulties when they came to
install IT.

This handbook has been written to
help bridge the gap between the IT
and construction industries. In it,
we show how the design of office
buildings should take account of the
increasing requirements of IT in
offices.

We have found that clear guidelines
for many aspects of building design
can be derived from considering the
way in which IT systems, and their
use, are developing. We present
these, often quite detailed,
guidelines in the handbook. In our
view, success in reconciling the

requirements of IT with the other
requirements in actual building
projects rests on the achievement of
effective interdisciplinary
cooperation. Our analysis of the
requirements of IT, and experience
of actual building and refurbishment
projects, reveals a close relationship
between IT, engineering,
architectural, and space-planning
issues. The design team must
achieve a building design that
provides a high degree of
adaptability to future requirements,
at an acceptable cost. The
requirements also come together in
the field of space planning, where
we find that adopting
predetermined furniture and
partition layouts can deliver benefits
in ways that are both practical and
aesthetic.

None of these issues can be
addressed effectively if the
specialists fail to understand one
another. Achieving this
understanding between design teams
is a key management responsibility
in both developer and occupant
organisations.

Much of the future impact of IT
can now be foreseen

IT is advancing extremely rapidly,
and there is no doubt that it will
continue to do so for many years to
come. Despite the rapid pace of this
advance, however, a great deal can
be inferred about the future nature
and use of IT in offices. To see this,
it is convenient to look first at some

major components of IT in offices —
workstations, departmental
computers, and central computer
suites — and then at communi-
cations cabling.

Workstations

It is now clear that, within a few
years, and well within the planning
period for a new building, almost
every office worker will be
equipped with an intelligent desktop
workstation. With this device, he or
she will be able to retrieve,
examine, and manipulate
information from any place in the
organisation, local or remote. This
information will, in general,
comprise some mixture of words,
diagrams, pictures, and speech.

Today, the typical desktop
workstation has no processing
capability or data storage of its own.
Called a ‘dumb’ terminal, it can be
used only in conjunction with a
separate computer, which is often
located elsewhere. Dumb terminals
are now beginning to be replaced,
especially for managerial and
professional users, by ‘intelligent
workstations’ that have their own
processing and data-storage
capability. The commonest kind of
intelligent workstation is a personal
computer with a network
connection.

The intelligent workstation of the
middle 1990s and beyond will look
much like one of today’s personal
computers — though it may possibly
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feature an attached telephone and a
larger screen, and it will certainly
be very much more powerful.
Although cellphones and laptop
portables will be used increasingly
in business, radio and infra-red
communications will be unable to
provide the data transmission speeds
needed by these workstations,
Estimating the space, cabling,
power, and cooling implications of
such workstations, as we do in
Chapters 2 and 5 of this handbook,
is now a practical proposition.

Departmental computers

New office buildings should be
designed to allow for at least some
of an occupant’s computers to be
installed on-site. This is because
most people in offices work in
groups — in teams, departments,
and divisions — and computers are
being used increasingly to support
such groups by storing the
information they share and helping
group members to communicate and
cooperate.

The use of graphics and pictures in
business systems is growing and this
is likely to encourage the installation
of departmental computers on the
same sites as their users.

Central computer suites

A growing proportion of office
buildings will need to include a
substantial computer suite.
Compared with ordinary office
areas, computer suites require much
higher levels of services, notably
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power, cooling, cabling, and
security. Although not every
building will need to accommodate
such a suite, it is impossible, during
design, to identify those that will.
Designers should therefore ensure
that office building designs are
sufficiently adaptable to allow an
occupant to install a central
computer suite if necessary.

Communications cabling space
Building designers should therefore
provide space for structured voice
and data cabling systems, together
with spare space to accommodate
successor systems, probably made
from optical fibre, that will be
needed later in the life of the
building.

The inadequacy of the spaces for
communications cables has been one
of the commonest problems found in
installing IT systems in buildings. In
part, this has resulted from an
undisciplined proliferation of data
communications cables, each able to
support only a single kind of
workstation.

Structured cabling systems, such as
those offered by AT&T, British
Telecom (BT), Digital Equipment
Company Limited (DEC), and IBM
United Kingdom Limited, provide
the means of solving this problem.
Structured cabling systems allow a
wide range of office IT equipment
to be supported on a single kind of
cable, at least until the limits of
copper cables have been reached.

Since all structured cabling schemes
require cables to radiate from
telecommunications closets to users’
desks, this topology is stable and
building designers may now rely on
it. This stability also allows them to
calculate the space required.
Detailed guidance on this appears in
Chapters 6 and 7.

The power and cooling demands
of IT equipment in offices will
continue to rise

Just as it is possible now to infer a
great deal about the future nature
and use of IT in offices, so the
power and cooling demands of IT
equipment in offices can be
predicted with some certainty,

Penetration of data terminals and
personal computers

The penetration of data terminals
and personal computers is rising
very rapidly and will reach one per
desk in many organisations by the
mid 1990s. In addition to this
growth in desktop IT equipment,
there is a corresponding growth in
the number of shared printers and
other peripherals which also
contribute to the power and cooling
demands in office areas.

Dissipation per workstation

It is difficult to predict the electrical
power requirements and correspond-
ing heat dissipation of individual
workstations. The trends towards
larger screens, with higher
resolution colour displays and
greater processing power, which

S —— e Ty

increase electrical power con-
sumption, are offset to a certain
extent by improved technology and
efficiency in more recent products.

However, a personal computer with
a colour screen requires two or
three times as much electrical power
as a data terminal with a
monochrome screen, and a laser
printer requires four or five times as
much electrical power as a dot
matrix printer. So power demand
and cooling load per desk will rise
as these technologies are adopted.

Diversity

Electrical engineers use a diversity
factor in estimating the total
electrical load for an office building
to allow for the fact that not all
equipment will be in use at the
same time. When personal
computers were first introduced
they rarely had a network
connection and were left switched
off for much of the day, so a low
diversity factor could be used.

However, as office staff begin to do
more and more of their work on a
computer, and particularly when
networked applications such as
electronic mail and electronic diaries
are in use, they will leave their
personal computers on all day. This
will result in the need to allow a
higher diversity factor in electrical
power calculations.

Taking these factors together, we
believe the small power load for IT
equipment could increase from
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typically less than 10 W/m? of net
lettable area (NLA) today to as
much as 40 W/m? of NLA in a few
years time. The cooling load will rise
to correspond with this electrical
power dissipation. Some of the best
office buildings are already able to
provide this level of electrical power
supply and cooling. Not all of the
capacity needs to be provided
initially. Ideally, the building
services should be able to meet
immediate requirements efficiently,
and be able to be enhanced
economically when required.

Some rigidity in office layout is
beneficial in space planning

The design team should address the
practicalities of servicing and
lighting office areas as part of the
design process. IT affects the
servicing issue both in a direct
sense, because of the need to
accommodate cables, and indirectly,
through its power and cooling
demands. Workstations present
particularly strict requirements for
lighting, and thus for interior
design. In the future, the use of
voice recognition systems is likely to
create acoustic requirements, which
will also bear upon interior design.

Requirements of this sort are
difficult to meet if building
occupants are free to move their
desks and other equipment around
within the office. Predetermined
partition layouts, based on the
building construction module and
standardised furniture

© Butler Cox plc 1989

configurations, result in a higher-
quality working environment at
lower cost than does flexibility that
is uncontrolled. However,
organisations should consider the
degree of control they wish to exert
over their staff before limiting
individual freedom in this way. At
present, only a few companies have
reached the stage where internal
moves involve only the movement
of staff rather than the movement
of furniture and floor boxes.

IT requirements should be
considered at an early stage

The impact of IT on building space,
layout, power, and cooling
requirements is now such that its
requirements should be considered
at the outset.

IT makes substantial demands

on buildings

Information technology now makes
very substantial demands on office
buildings in space for central and
departmental computer rooms,
telecommunications equipment
rooms, wiring closets, and on the
desk top. Furthermore, prewiring
every desk with telephone and data
cabling requires considerably more
space for cables and cable patching
than was needed for telephone
wiring alone.

IT demands are the main variable
in services design

The basic human requirements for
heating, ventilation, and air
conditioning are well understood, so

this leaves information technology
as the largest variable factor in
building services design.

IT affects the ‘shell-and-core’ as
well as the fitting out of office
buildings

IT requirements for power and
cooling are reflected in the design of
building services. The space allowed
in plant rooms and service cores will
reflect the ultimate level of
electrical power supply and cooling
needed. These space allocations
need to be considered in the earliest
stages of a building design and
certainly at the ‘shell-and-core’
stage in any speculative
development.

To ensure a good overall design, it is
essential that IT specialists are
involved at an early stage. Their
contribution may affect the
selection of the site (to obtain access
to suitable telecommunications
services), total size (to reflect the
impact of IT on space usage and
work patterns), and the allocations
of space, power, and cooling for IT
equipment, amongst other things.
Although IT is usually not the
largest component of these
allocations, it is generally the least
predictable.

Management must insist on multi-
disciplinary cooperation

The design and construction of a
building is an extremely complex
undertaking, involving people from
many different professional
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backgrounds having different
commercial interests. Each party is
likely to give primacy to certain
aspects of the whole. Developers
seek to minimise non-lettable space,
architects emphasise aesthetics,
engineers stress the servicing, space
planners focus on workflow,
adjacencies, and furniture layout,
and the ultimate occupant will
probably want a building that is
attractive to staff and visitors, and
convenient to use, yet economical to
occupy.

Each discipline has a valuable
contribution to make to the overall
design, but it is important to
achieve a balance between the
various aspects of the finished
building.

Many of the problems of today’s
buildings are due to ineffective
communication between different
disciplines. So the developer and the
occupier’'s management alike should
insist upon the involvement of IT
specialists in building projects, and
on effective interdisciplinary
cooperation. We discuss the
management arrangements that will
be needed to achieve this in the
chapter that follows.
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Chapter 2 The impact of information technology

Of all the advances that are
affecting the shape of business in
the closing years of the 20th :
century, it is widely agreed that
information technology (IT) has the
potential to cause the most
convulsive changes of all. IT will
change what office workers do, how
they do it, and even where they
work.

IT is causing fundamental rethinking
in office design, because of the
impact that IT has on people and
their work, and because of the
accommodation demands made by IT
equipment on office space, lighting,
and power.

Until recently, probably the most
certain feature of IT in the office
has been uncertainty. No wonder
architects and office planners have
had such difficulty in coming to
terms with the issues. Today,
however, it is possible to see the
future forms of IT and their impact
upon businesses. That is not because
IT’s acceleration is set to decline.
Rather, it has reached a point at
which predicting the future is
suddenly less uncertain than has
been the case before.

Figure 2.1
i A typical office
building

In this chapter, we describe the key
developments in IT as they will
affect office buildings and their
design. We begin with an overview
of the technology itself, before
going on to describe IT's impact on
the organisation of people, its
requirements for space, the need for
adaptability in building design, and
some of the key design

consequences,
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The most significant advances in IT
are occurring at the desktop, within
departments, and at the level of the
mainframe computer suite.

Figure 2.2 100 4 Penetration (%)
The increasing
penetration of All
workstations workstations
The penetration of
computer terminals
and networked
personal computers is
growing rapidly. In the
future, dumb terminals
will tend to be

Intelligent
warkstations

Important developments in information technology

displaced by
intelligent
workstations.
0 I
1980 1990
U=} o ifl= o ™ T

2000
Year
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Figure 2.3

A typical LAN
configuration

A configuration with a
local area network
(LAN) on each floor
and a high-speed
backbone LAN is
expected to become a
common arrangement
for office building data
networks.

3rd Floor

Departmental
computer

\N ) 2nd Floor

Departmental
computer

1st Floor

Mainframe
computer




The desktop

The most obvious change that has
occurred within offices in recent
years is the proliferation of the
desktop personal computer.

The personal computer has its own
data processing and data storage
capability so that, given appropriate
software, it can be used for a wide
variety of tasks such as word
processing, financial analysis,
accounting, and graphic design.
Recent technical developments have
focused on ease of use. The next
generation of personal computers
will be able to process more
information much faster.

The penetration of personal
computers is rising rapidly from one
in three or four office workers at
the end of the 1980s, to one per
desk in the mid-1990s, as is shown
in Figure 2.2. At present, personal
computers are used mainly by pro-
fessional staff. However, they will
replace the conventional computer
terminals now widely used for
routine clerical functions. In order
to support the growing number of
these more powerful workstations,
it will be necessary for office
buildings to provide more electrical
power, more cooling facilities, and
better lighting. In Chapter 5, we
provide an estimate of the level of
electrical power supply and cooling
required for IT in offices.

The department
The power of the personal computer
and its widespread deployment has

© Buller Cox plc 1989

led its users to look for ways of
sharing information within a
department, and for linking to the
organisation’s central computers.
Local area networks (LANs) have
been developed to meet this
demand.

The first LANs required special
cables installed between desks in a
linear or ring configuration. Now,
however, products are available that
allow each desk to be directly wired
to a wiring closet. In the wiring
closet, cable patching facilities and
small electronic units connect the
simple radial wiring to form the
necessary LAN configuration.

This structured type of data cabling
may be used for a mixture of
conventional computer terminals
and workstations with LAN
connections, eliminating the need
continually to replace the data
cables in office buildings. The
significance of this development is
that data cables can now be
considered a part of the building
rather than part of the computer
system.

Data cables suitable for LANs and
the associated cable patching
facilities and electronics take up
much more space than before.
Wiring closets need to be larger and
these closets need a small amount of
electrical power and cooling. In
Chapters 6 and 7, we give guidelines
for the design and sizing of these
closets.

Y8 8 8 g

Optical-fibre data cables provide
high data transmission rates and are
immune to electrical interference.
They will often be used in the data
communications backbone between
central computer rooms and wiring
closets. However, fibre cables will
not replace copper cables between
the wiring closet and the desk for
some time. There are two reasons
for this. First, the majority of
optical-to-electrical signal convertors
needed at each desk are relatively
expensive. Second, the majority of
optical-fibre cables and connectors
are not yet sufficiently rugged for
use between the floor box and the
desk.

Central computer suites

Despite the growth in the use of
personal computers, central
computers will continue to be an
essential part of business operations.

Many organisations are seeing a
growth in demand for central
processing power and data storage
of 40 per cent or more a year. The
manufacturers of large central
mainframe computers are achieving
rapid improvements in processing
power and storage capacity per
square metre of floor space and per
kilowatt of electrical power
required. Despite these
improvements, many businesses find
themselves continually expanding
their central computer suites, and
building additional facilities.

To avoid paying high rents and to
allow for easier expansion,
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mainframe computer suites are
often located out of town.
Telecommunication links have
adequate capacity and are cheap
enough to make this remote
operation economically viable. In
the future, however, this
convenient arrangement will be
upset by the introduction of
electronic document image
technology.

Electronic images of documents are
set to replace paper. However, an
A4 sized image needs 1,000,000 bits
of information to display it on a
screen with acceptable resolution.
That compares with 16,000 bits for a
full screen of text. It is unlikely that
telecommunications links will be fast
enough or inexpensive enough for
organisations to store document
images at a remote site, when they
have to be accessible virtually
instantaneously. So businesses will
need to have at least some of their
central computing facilities on site.
If the document image systems
cannot be accommodated on site,
space will need to be found within a
kilometre or two so that direct
wideband communication links can
be provided economically.




Patterns of organisation

Information technology has already
changed the way in which
organisations are structured. These
changes will certainly continue.
They are likely to alter the role of
the office building over the next 20
years, increasing its significance as a
meeting place and reducing its
primary role of providing
accommodation for office workers

and their desks. 4 Annual cost

(E/ft’ of net
internal area)

120 |-
Figure 2.4
A breakdown of office 100
costs in four locations ¥
Communications costs
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independent of
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overall costs outside
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. Voice and data communications
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maintenance)
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(Source: Bernard Williams)
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Figure 2.5

Changes in pattern of
employment

Over time, a reduction
in the time staff spend
in offices will be
accompanied by
moves away from
standard employment
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Current situation

Traditionally, British companies and
public bodies were organised around
such familiar principles as full-time
employment, hierarchy, attendance
at office buildings, and
standardisation of terms and
conditions. Each of these is now
under pressure.

Flexible employment

The last decade has seen substantial
increases in the number of part-time
rather than full-time workers.
Although reducing the employer’s
costs has been a major driving force
the trend has provided work
opportunities for people, mainly
women, unable to accept full-time
employment. There has also been an
increase in the use of consultants
and subcontractors. As the long-
predicted shortage of skilled staff
becomes more apparent, employers
will be obliged to do more to meet
the needs of their workers for
flexibility. As a consequence,
employers will increasingly find
themselves with a variety of
employment patterns, even if this
was not their intention.

2

Homework

Employment has required
attendance at a place of work, a
factory, or an office, both because
the materials and tools were there,
and because the work needed to be
supervised. (Of course, people
attend offices to work for a variety
reasons, of which social contact is
not the least.) The advance of IT
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means that the ‘material’ for most
office work — information — can be
transmitted electronically, although
only with the introduction of digital
networks and document image
processing will this become really
convenient. The tools of office work
are increasingly a telephone and a
workstation, both of which can be
installed at home. Supervising work
done at home raises some
difficulties but, in many office jobs,
there is little moment-to-moment
supervision anyway — and the
telephone and workstation can be
used to share and resolve problems.

The advantage to the employer of
encouraging people to work at home
is that substantial savings are
possible. The advantages to
employees are less clear, however.
They lose social contact, which is an
important motivator. Early
experience suggests that work from
home is attractive only to a minority
of staff.

When staff work at home, they will
tend to be paid for results rather
than for effort. (This will, of course,
require managers to decide what
results are required and what
standards of work are acceptable.)
This relationship is at least as close
to customer-contractor as it is to
manager-employee, and it will tend
to evolve towards the former. Staff
who do not work at home will be
affected, because the habits of
setting and demanding clear
objectives are likely to prove

contagious. As the ties of
employment are replaced by the
links of contracting, the organisation
will come to seem more like a
network and less like a pyramid.

The organisation of the future
The organisation of the future is
likely to comprise three parts, which
may be clearly differentiated:

— A core group, including senior
management and their immediate
support staff.

— Trusted subcontractors, based at
their homes or their own offices,
but treated as part of the
organisation for many purposes.
They may be paid for the time
worked or for the work done.

— Subcontractors, whose
relationship is more distant.

The role of the building

The traditional role of the office
building is to accommodate people
and their (largely paper) files. It has
also provided a meeting place for
customers, suppliers, and
consultants, as well as other staff,
To these traditional roles,
developments in technology have
added the need to accommodate a
wide variety of office equipment.

Information technology is changing
the role of the office building. On
the one hand, computers are
increasingly automating the more
routine business functions, reducing
the need for clerks, typists, and
data entry staff. On the other,
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computers make it possible for an
increasing proportion of the
remaining staff to work away from
the office.

These changes have implications for
the location and aesthetics of a
building. There are other
implications too. For instance, there
is likely to be an increased emphasis
on travel outside the usual rush
hours. Furthermore, buildings will
need to provide a higher proportion
of meeting rooms, and a lower
proportion of ordinary office space.
At least some of the office space
will need to be allocated to staff on
a temporary rather than a
permanent basis.
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nds in space requirements

Usable space is the space in which
an occupant can install staff,
machines, and furniture. In practice,
the usable space must also include
some space, known as secondary
circulation, for people to move
between desks.

Figure 2.8

A typical office area
The space required
for primary and
secondary circulation
cannot be used for
desks and equipment,

Figure 2.6

Use of space as a
proportion of the
gross internal area

Cores
(landlord)

Staff and
equipment

Primary
circulation

Secondary
circulation

Figure 2.7
Use of space as a
proportion of the net

lettable area
Primary
circulation
Staff and
equipment Secondary
circulation
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In most buildings, usable space
amounts to about 65 per cent of the
gross area. The remainder is
unavailable space, which cannot be
freely used. It includes lifts, stairs,
landings, corridors, plant rooms,
toilets, and service cores. Where the
occupier is not the owner, the
unavailable space is divided
between the landlord and the
tenant, as shown in Figures 2.6 and
2.7. The landlord’s space, on which
the tenant is not charged rent,
usually includes plant rooms, service
cores, and toilets, but not the
primary circulation on each floor.

Most buildings need to accommodate
areas such as meeting rooms, dining
rooms, filing areas, and so forth,
which are not permanently occupied
by people. Figure 2.9 shows a
typical space allocation for these
functions.

The effects of technology

During the last 20 years, there has
been a continuing increase in the
amount of space allocated to each
office worker. This increase seems
to be due to the shift from clerical
to professional work rather than the
use of technology. More recently, IT
equipment has entered the
workplace in increasing quantities.
Most substantial organisations have
seen the number of computer
terminals and PCs rise from one per
100 staff to 70 or more per 100 staff
over the past 10 years. In many
cases, these terminals and PCs have
been accompanied by printers,
modems, disc drives, stationery, and
manuals, requiring additional
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desktop space to accommodate
them. So far, the IT equipment has
done little to displace either paper
or previous equipment, so a
significant demand for extra space
has been created.

In the future, the proportion of
people with workstations will
continue to increase, reaching
100 per cent within five years in
most organisations. Some ancillary
items, such as modems, will be
absorbed into the workstation. In
addition, fewer people will have
their own printers and disc drives.
They will share devices of larger
size and higher performance over
high-speed LANs. The desk space
required by each workstation will
therefore get smaller. In the long
term, optical dises and more
powerful intelligent workstations
will make it feasible for computer
systems to replace paper in many
offices. The space required for
paper filing could therefore also
decline.

The implications for building
design

The automation of routine work and
increased flexibility in patterns of
employment will increase the
requirement for meeting rooms and
other ‘social’ areas at the expense
of ordinary offices. People will
spend less time in their ‘normal’
offices, although they may

spend time in other offices or
neighbourhood work centres
instead. Increasingly, these staff will
be expected to share space when
they are present.

In selecting an office building, and
more especially when specifying or
designing a new building, the
possibilities of a significant change
of use should be considered.
Changes in the pattern of use may
require the building to be let to
multiple tenants, or to be sub-let by
the main tenant.

In planning power supply, cooling,
and cabling, the building design
team should consider the highest
staff density that is feasible. The
relevant Act requires each employee
to have not less than 400 ft?

(11.5 m?) of air space. With a ceiling
of normal height, this implies an
area of 45 ft* (4 m?). In practice, this
density is used only in very
exceptional circumstances or small
areas. An allocation of as little as

5 m?* of usable space per person is
possible, although not usual. This
corresponds to about 8 m?® of
lettable space, when due allowance
has been made for circulation space
and other areas in which people
cannot be located.

When allowance is made for areas
that are not continuously occupied
and for spare space to facilitate
moves, the space per person is likely
to be raised to a minimum of 10 m?
for a whole building. Some buildings
outside cities may provide as much
as 20 m?,

Reference

Debenham, Tewson and Chinnocks
Holdings ple. Office needs: the
occupier’s view. London: 1988.




i} ") -,

Alth()ugh the main trends in the
deployment of IT are clear and
common to all organisations, there
are likely to be significant
differences between organisations in
the sizes of their computer systems,
and in the balance between
centralised and decentralised
computing. To the designer, this
means providing sufficient space to
accommodate both central and local
computers and adequate local
networks, and to install sufficient
capacity to meet initial needs for
power and cooling services (say, for
the first five years), plus sufficient
infrastructural capacity to meet the
highest rates of growth that seem
plausible.

™ ™ 1

Figure 2.10
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The problem
Because buildings are designed to
last for decades rather than years,
they will have to meet many
changing requirements over their
lives. In particular, many will need
much higher levels of electrical
power in the future than when
built. Providing at the outset all the
facilities that could ever be
required, at the highest conceivable
levels, is obviously uneconomic. So
design teams may be tempted to
consider only the immediately
foreseeable requirements.

Even foreseeing the occupants’
needs as far as seven years ahead
still covers only a small fraction of
the building’s useful life. Changes
beyond that will create needs that
the building will be unable to
support without additions to the
fabric, or replacement of services,
or both. The alternative is to
demolish the building. Many
20-year-old buildings are now being
demolished for these reasons. The
cumulative costs of both basic and
highly flexible buildings are shown
in Figure 2.10.

The solution

The solution to this problem is for
the design team to distinguish
clearly between the initial
requirements and the capability that
should be built into the
infrastructure to enable it to meet
future requirements. Initial
requirements may be defined as
those needed in the first few years

of the building’s life. These
requirements will vary, both
between industry sectors and
according to the policies of the
organisation using the building. The
potential long-term requirements
can be defined by assessing the
kinds of demands that the future
may bring. (In this handbook, we
have done so for the limited, but
important, range of issues affected
by IT.) The design team should not
attempt to design a building that
meets them all, but rather one that
can be adapted to meet them all.
This adaptability is expressed
through the design and sizing of
spaces and the services infra-
structure, as shown in Figure 2.11.

In Chapter 4, we deal with those
spaces that are specific to IT, while
in Chapter b, we discuss the highest
foreseeable levels of demand for IT
power and cooling services. The
demand levels should be combined
with corresponding figures for non-
IT components to produce total
numbers, and thus to estimate the
required sizes of plant rooms and
service ducts.

The second element is the services
infrastructure. The main fixed
elements, such as chilled water
pipes, main electrical cables, and
vertical busbars should be sized to
meet the highest foreseeable
requirements, and should extend
throughout the building. Although
this approach provides considerable
adaptability, the costs are likely to

be acceptable because such
equipment as standby generators,
uninterruptible power supplies
(UPS), and heating, ventilation, and
air conditioning (HVAC) plant need
to be provided only to meet
immediately foreseeable demand.
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Organisation of project teams

A central theme in this guide is Figure 2.12 Developer Tenant

the importance of considering the IT  Organisation of Shell-and-core Design
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There are two approaches to the
construction of a new building. In a
city centre, and especially in
London, most new office buildings
are speculative developments. The
developer does not usually know
who the tenant, or tenants, will be
when the building is being designed.
Often, in these cases, the developer
completes only the basic structure
of walls, roof, and floor slabs, and
the central services such as power,
HVAC, lifts, and building-
management systems. The landlord’s
areas, such as toilets, lift lobbies,
and reception areas, are often
completed too. (This is termed the
‘shell-and-core’ stage.) The tenant,
or several tenants if the building is
to be a multiple occupancy, then
completes the sub-let areas in a
separate ‘fit-out’ stage. The fit-out
usually includes access floors,
ceilings, air-conditioning ducts,
electrical distribution, and voice and
data cabling. The other approach to
building design and construction is
the more straightforward one in
which the owner-occupier
commissions an architect to design
and build an office to meet specific
requirements.

In both cases, IT requirements must
be considered in varying degrees of
detail at each stage of the design
and construction process. We have
considered the speculative shell-and-
core approach in this guide because
it is the more complex of the two.
The main difference between the
speculative development and the
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owner-occupier development is that
in the latter case, there is usually
only one design team. However, the
type and timing of the IT
requirements that must be fed into
the design process are broadly
similar.

tl

Figure 2.12 shows the project-team
organisation appropriate for a
speculative shell-and-core project.
The developer’s design team takes
responsibility for meeting the
requirements of the developer’s
brief. The design team should
include an architect, a mechanical
and electrical (M&E) engineer
responsible for the design of the
extension of the building services
from the landlord’s provision in the
core into the tenant’s area, and a
quantity surveyor.

The design team should also include
an IT consultant capable of

understanding the potential tenant’s
business and likely IT requirements.

Often, the tenant will have a
steering committee that is
responsible to the board for the
fitting out and relocation project.
This committee might be chaired by
a board member, and include the
relocation project manager, the
finance director, a senior
representative of each user
department that will be moving into
the building, and the head of
management services. The main
functions of this steering committee
will be to appoint the project
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manager and the fit-out team,
approve the design brief, agree on
the budget, and take ultimate
responsibility for the project.

Figure 2.13 shows the appropriate
arrangements where the building is
developed by an organisation for its
own use. The functions are similar
to those required in the first case,
but a single design team is usually
responsible for all aspects of the
project.

The fitting out is usually awarded to
a management contractor, who will
subcontract most of the work — for
example, the M&E work, furnishing,
and the IT cabling. We have shown
the IT cabling contractor as part of
the fit-out team, although, on many
projects, the reporting line for IT
cabling contractors is unclear. In our
view, the cabling contractor should
report on-site to the management
contractor. The management
contractor should control all
activities on-site during fit-out,
including IT cabling, and should be
able to call on the design team
during fit-out to resolve any design
queries that arise. The client’s
project manager may also wish to
employ the members of the design
team to inspect the works on-site
and to issue completion certificates.
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Timing of decisions on the design of information technology

The design and construction of a
building is a complex process
involving many stages. In order to
manage a building project
successfully, it is essential to be
aware of the critical design decisions
that must be made, and of the
timing of those decisions.

Figure 2.14

Timing of key IT
decisions in relation
to the overall
development and
fit-out programme

Define workplace space, power, and
cooling requirements

Check availability of external
telecommunications services

Define central IT equipment space,
power, and cooling requirements

Define number, size, and location of |T
cable risers and external cable entries

Fix location of central [T equipment
rooms and cable patching rooms

Define space, power, and cooling require-
ments of deparimental equipment rooms

Define herizontal distribution method
and voice/data outlet presentation
density
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Figure 2.14 shows the main IT-
related decisions and their timing. It
shows the shell-and-core design and
construction overlapping the fit-out
stage. Three of the main IT
parameters relate to the shell-and-
core design and must therefore be
addressed at an early stage:

— Workplace space, power, and
cooling requirements: these will
affect the size of the plant
rooms, and must therefore be
considered in the outline brief.

— Space allowance for central IT
equipment: this space allowance
implies a significant power and
cooling load, which will again
affect the size of the plant-room
space, and must be agreed during
the conceptual design stage.

— The size, number, and location of
the IT cable risers and external
cable entries: these affect the
design of the building cores, and
should therefore be fixed during
the detailed design of the shell
and core.

In addition, IT factors should be
considered in deciding on the
location of the building, as we
explain in Chapter 3.

Before selecting a speculative
building, or commencing the design
of a commissioned building, the
occupier must identify his space
requirements. This space-planning
brief should cover not only the
requirements of the office area, but
also all the central space
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requirements, including IT
equipment rooms, and so on. This
leads on to a stacking plan in which
the organisation’s space
requirements are matched to the net
lettable area available on each floor
of the building. The stacking plan
should identify the floor of the
building on which the central IT
facilities are to be located, and the
amount of space required on other
floors for cable patching rooms and
any departmental equipment rooms.

The other major IT parameter in the
fit-out design is the horizontal
distribution method and the
quantity or density of presentations
needed. The whole design team
must work together on this issue.
The electrical, telephone, and data
presentations must be coordinated
and decisions made on the degree of
flexibility to be achieved. The
design could be flexible enough to
accommodate any reasonable
furniture layout, or it could rely on
desks being fixed. Cables could be
terminated below the floor, at floor
level, or in the furniture.

In addition to the timing of the
design decisions, it is important to
plan the installation of the cabling
and IT systems to fit in with the
building works:

— Vertical voice/data cables should
not be installed until cable
patching rooms are finished,
termination frames installed, and
the complete route free from
debris.

T T

Horizontal underfloor
trays/trunking should be installed
after the raised floor has been
laid, but before it is finally
levelled.

Underfloor horizontal voice/data
cables are best installed
immediately after the small
power, while the floor tiles are
still up.

Overhead voice/data cables
should be installed before any
false ceiling is installed.

Reliable power supplies are
essential for testing and
commissioning computer and
telecommunications systems. All
electrical systems, including
distribution switchgear,
generators, and UPS equipment,
must be completely tested and
handed over before computer/
telecommunication testing begins.

If air-conditioning, fire detection,
and fire prevention systems are
provided, they must be fully
tested and accepted before the
computer/telecommunications
equipment is commissioned. If
the air-conditioning system is
controlled by a building-
management system (BMS), this
must also have been tested and
accepted.

F'j

IV




Communicating the design

Designing a building involves a
series of choices to provide a cost-
effective solution to the
requirements defined in the design
briefs to the architects, engineers,
and space planners. Although we
have stressed the need to provide
flexibility and adaptability, these
provisions will inevitably be limited,
and will not necessarily exceed
those specified in the briefs. It is
important that both the managers
responsible for the facilities and
those responsible for the staff and
equipment be aware of these design
limits.
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Figure 2.15
A typical underfloor
cable layout

CAD drawings can
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In the past, building designers were
unable to foresee the revolution in
the use of IT which has made many
office buildings obsolete. Much of
today’s practice is significantly
better. In some cases, the design
brief does specify required levels of
adaptability, while in others, the
design teams have built them in as a
matter of course.

Once a building or refurbishment
has been commissioned and handed
over to the occupants, it passes out
of the control of the design teams.
There is therefore a need for the
occupant to stay within the design
limits of the building. In turn, this
requires that the occupant knows
what they are. Both the initial
designs and their rationale must be
passed to the occupant’s facilities-
management staff. This may require
some training of those concerned, to
enable them to understand both the
arguments involved in the rationale,
and the nature and implications of
the design decisions that have been
made.

Like any other complex con-
struction, every new building should
be accompanied by an ‘owner’s
manual’ explaining, in terms
intelligible to facilities-management
staff, the design principles and
expected performance of the
building, and the maintenance and
operating disciplines required to
ensure that the expected
performance is achieved. This
manual should clearly state the
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limitations of the design, and may
include examples of changes of use
that should be avoided.
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The developer should provide
every building with an ‘owner’s
manual’, suitable for use by the
occupant’s facilities-management
staff. Failing that, the
developer’s brief, designs,
engineering reports, and so on,
should be passed to the owner,
who should keep them safely.
They should be available to
facilities-management staff for
reference,
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Cl apter 3 Choosing a location

To both the developer and the
occupant, location is a critical issue.
Location has the largest single
influence on the value of a building,
and thus on the cost of occupation.
City sites are generally more
valuable than rural sites and, within
cities, central sites are more
valuable than others. These relative
values are, in part, a reflection of
fashion. They are also indicative of
the proximity of sites to other
businesses, and to facilities such as
s.hops, parks, and railway stations.
Amongst the list of facilities, two
that are growing rapidly in
importance are telecommunications
services and a clean radio
environment,

Figure 3.1

Industrial land values

as a percentage
the average for
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There are wide
variations in land
values.
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Figure 3.2

Industrial land values
as a percentage of
the average for
England and Wales,
1988

Land values have
risen rapidly in the
South-East and along
the M4/M5 corridor.
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Telecommunications services

The radio environment




Telecommunications services

The physical location of a building Figure 3.4

has always been an important issue Satellite coverage

for its occupants and developers.. Tiedbowe: of the

M e infl tl Hoi F signal available from
any actors influence the choice o the TELECOM 1

location — notably, the cost of land, communications

and the proximity of customers and satellite varies across

suppliers. the United Kingdom.

Within the shaded
area in the south-east
of the United
Kingdom, an antenna
of 3.5 m is sufficient.
Larger antennae are

/ needed in other
Aberdeen areas.

Figure 3.3

Mercury
Communications
Ltd's UK trunk
network

Mercury setvice is
most comprehensive
in areas served by the
trunk network,
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As discussed in Chapter 2,
organisations are increasingly
dependent on their computers and
other IT systems, and on
telecommunications in particular. It
is therefore important that the
suppliers of such systems should be
able to provide the necessary levels
of engineering and other support. It
should not be assumed that every
supplier will be able to provide a
high-quality and responsive service
at every place within the United
Kingdom.

Although telecommunications
service was broadly uniform
throughout the country in the past,
this is no longer true. The services
of Mercury Communications Ltd
(MCL) are, as shown in Figure 3.3,
fully available only in some areas.
The more advanced of British
Telecom’s (BT) services are also
geographically restricted at present,
because access to BT's integrated
services digital network (ISDN) is
available only via System X and
System Y digital local exchanges.
Service from these exchanges was
available to 40 per cent of business
lines in March 1989, and will be
available to 75 per cent by March
1992.

Access to the services of other
providers, such as local cable
companies, also varies from place to
place. As Figure 3.4 illustrates, the
use of communications satellites
requires larger antennae in some
parts of the country than in others.
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This geographical variation is likely
to continue; as today’s services
become more widely available, so
new services will appear, initially in
limited areas.

In addition, the provision of certain
facilities may be difficult in some
areas. For instance:

— The very large private-circuit
networks needed by money-
brokers cannot be provided
economically outside London's
Moorgate exchange area.

— The presence of rivers and
motorways may make the
provision of alternative routes
from the site to the main
network difficult.

Even where no very unusual
facilities are needed, the provision
of telecommunications services may
take many months. A delay of three
years has been known for a major
development. The developer should
therefore start discussions with
telecommunications providers at the
earliest possible stage, preferably
before becoming committed to the
site. Such discussions should include
the following topics:

— Diversity of routeing.

— Multiple service accesses to the
site.

— Range of services available.
— Timing of new services.

— Support arrangements.

GUIDEVLINES

The availability of telecommuni-
cations services and of
maintenance su_ppourt for all IT
and office equipment should be
considered in deciding on the
location of a new building, or in
selecting a building for
occupation.

Discussions should be held with
BT and, where appropriate,
other service providers, as early
as possible to establish their
willingness, or even ability, to
provide the required
telecommunications facilities in
a timely manner.




The radio environment

Modern computers operate at high
frequencies and emit small amounts
of radio-frequency radiation.
Powerful sources of electromagnetic
radiation, such as radar trans-
mitters, are likely to interfere with
nearby computers, causing them to
malfunction. Radar systems are
found near seaports and airports
and, occasionally, in less obvious
places. Less powerful sources, and
sources of lower-frequency waves
(such as power lines), will not
generally cause interference unless
they are very close to the computer.
The radiation emitted by computers
carries information about the
processes within them, and might,
in principle, be received and
decoded illegitimately.

Electromagnetic
radiation from airport

Figure 3.5
Office buildings and
electromagnetic
radiation

Office buildings are
subject to
electromagnetic
radiation from sources

of interference such . Industrial spy

as radar stations. 3 obtaining data from
Equipment within an VDU radiation
office also emits

radiation, which can

be intercepted by

industrial spies

outside.
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The development of faster
computers is likely to result in
machines that are more sensitive to
interference than those available
today. Powerful sources of radio
waves will therefore be an
increasing threat to computer
installations, which should not be
sited near them if possible. If a
computer must be operated in the
presence of such sources, it will be
necessary to build a screen between
the source and the computer, or
perhaps, a complete electromagnetic
screen around the computer.

Experience shows that the signals
emitted by mainframe computers
are too complex to be decoded
without resources equal to those of
a major national security agency.
This is not, however, true of the
signals emitted by visual display
units. They can be captured at
distances of a few hundred metres
with easily available electronic
equipment, and used to reconstruct
the display. There is also evidence
that radiation from ISDN basic-rate
connections can be detected and
decoded easily. On sites with many
visual display units, a ‘radiation
eavesdropper’ is likely to have
difficulty distinguishing the
important business information from
the rest. However, it is possible that
eavesdroppers will be able to find
technical solutions to this problem.

© Butler Cox plc 1989
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One way of circumventing this
problem is the construction of a
complete electrical screen around
the whole building. A less expensive
alternative is to use displays, such
as those based on liquid crystals,
which radiate less energy. Neither
of these steps could normally be
Jjustified by a civilian commercial
organisation, however.

Reference

Recommendations for the
accommodation and operating
environment of computer
equipment. IST 22. (Draft).) Milton
Keynes: BSI Committee, 1989.
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G UIDETLTINES

Installing a computer in line of
sight to sources of radio-
frequency interference, such as
radar transmitters and TV
stations, should be avoided if
possible.

If a computer must be installed
near a radio or radar installation
or an industrial or medical site,
an electromagnetic survey
should be conducted by an
appropriate testing service to
determine the degree of risk.
The field strength should not
exceed 1V/m.
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Chapter 4 The structure of the building

When drawing up a brief for a
building, it is essential to specify the
levels of flexibility and adaptability
that the design team should achieve.
It is possible to provide a great deal
of flexibility and adaptability by the
definition, sizing, and connectivity
of the various spaces that comprise
the building.

The ability to accommodate IT
systems depends on the existence
and sizes of the IT service spaces —
that is, computer suites, risers,
frame rooms, telecommunications
closets, and local computer rooms. It
also depends upon the existence of
sufficient and appropriate plant-
room space for the power supply
and air-conditioning equipment that
will be required. (Service levels are
dealt with in Chapter 5).

As discussed in Chapter 2, IT will
have a wide-ranging impact on the
role of a building over its life. Every
part of the building has to be
adaptable to accommodate change.

Figure 4.1
A typical office
building

This hypothetical office
bullding is used to
illustrate a number of
points in this chapter.
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Depth and ada

Service-entry cupboards

Frame rooms (1) Location

Frame rooms (2) Size

Allocation of space for computer suites

Communications risers (1) Location

Communications risers (2) Size for voice and network services

Communications risers (3) Size for non-voice communications
Communications risers (4) Construction

Telecommunications closets (1) Planning
Telecommunications closets (2) Location

Telecommunications closets (3) Size

Telecommunications closets (4) Construction
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Depth and adaptability of space

The ‘depth’ of an area of office 1 London Bridge,
floor is its distance from the nearest London
window. This is significant because
only positions fairly near to
windows benefit from natural light
and a sense of outside space. The
windows may look onto an internal
atrium rather than to the outside,
and need not have an attractive
view.

Depth of space:

! 131
Figure 4.2 n 12 m or more

Floor plans of three
office buildings

These three examples
show typical variations

in the proportions of Ropemaker Place,

deep space available Longh 251
in actual buildings. } 11
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It is convenient to distinguish three
depths of space:

A Space within 6 m of a window,
which is good for cellular offices
and can also be used for open
plan.

B Space within 6 to 12 m of a
window, which is unsuitable for
cellular offices and acceptable,
although less satisfactory, for
open plan.

C Space more than 12 m from a
window, which is unsuitable for
office accommodation, although
it may be used for meeting
rooms and machine rooms. It is
convenient for machine and
storage rooms because
environmental control is easier.

Current situation

Traditionally, Depth A space has
been preferred for offices because it
provides natural illumination
(although often not. enough) and an
open outlook. Open-plan offices can
be arranged more easily if there is a
mixture of space of Depths A and B
(or even C). Deregulation and
acquisitions by traders in the
financial markets have created a
demand for very large, open-plan
trading floors. Buildings with a
relatively high proportion of

Depth C space are desirable for
these floors.

Future requirements
Many factors influence the style of
office organisation, including

© Butler Cox ple 1989

technology, staft preferences, the
state of the labour market, lighting
efficiency, and legislation. Most of
these may change in unforeseeable
ways, and designers therefore need
to provide a high degree of
adaptability.

Both long-term occupants and
owners will benefit from a high
degree of adaptability in the
buildings they commission and use.
Clearly, occupants will benefit if the
building can be adapted to meet
their changing needs. Owners will
benefit because an adaptable
building will retain its value for
longer. However, because
adaptability costs money, occupants
may need to consider the lifetime
costs of making a building highly
adaptable. They may find it
advantageous to lease a less
adaptable building at a lower rent
and accept higher adaptation costs
later in the life of the building.

In the financial sector, the
requirements for large, open-plan
office areas are unlikely to grow
significantly. In fact, they are likely
to decline in the longer term as
information on the state of the
market and on the positions taken
by other dealers becomes available
online.

Nor will other sectors follow the
pattern set by the financial sector.

‘Research shows that productivity on

computer-intensive tasks such as
programming and graphic design is

higher when people are given
individual or small team offices. As
these tasks become more common,
and the benefits better understood,
we expecl to see moves away from
open-plan towards smaller offices.
Buildings should therefore be
planned with a high proportion of
shallow space to allow for the
possibility of a high proportion of
cellular offices in the future.

Implications for information
systems

Open-plan areas generally have
higher occupation densities, and
thus higher servicing requirements,
than cellular offices. They are also
subject to more changes in furniture
layout, and often require (as
discussed on page 6.03) a different
approach to the provision of
services. Because of these
implications, IT designers need to
know which areas will always be
used for cellular offices and which
might become open-plan.

T 8 @ y @

GUIDELTINES

The design team should discuss
the planned use of space with
the IT specialist.

Office buildings should be
planned to facilitate division
into separate parts for sub-
letting.
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Highly serviced zones

A highly serviced zone is a part of
the usable office space that is either
provided with much higher-than-
average levels of building services,
or in which those higher levels can
easily be achieved.

Voice/data cable riser

Underfloor voice/data
cables to desks

Figure 4.5

Floor plan showing
the use of a highly
serviced zone

A highly serviced
zone facilitates the
introduction of

Departmental
equipment room

departmental

computer rooms in

the future.
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HVAC supply and
extract

Figure 4.3

Broadgate 2, London,
showing the highly
serviced zones

The extent of highly
serviced zones should
be defined for future
use.

I~ Electrical riser

. Highly serviced zone
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Lee House, London,
showing the highly
serviced zones



T

Current requirements

Modern offices need to be able to
support IT equipment outside
dedicated computer suites. Apart
from workstations and their
peripherals, this equipment may
include communications
multiplexors, minicomputers, laser
printers, and disc stores. It is often
desirable, in the interests of
security, environmental control, and
noise management, to segregate this
equipment from the rest of the
office space.

Suitable local equipment rooms may
require lockable doors, a dedicated
power supply, uninterruptible
power, cooling for 300 W/m? for

24 hours per day, and many
telecommunications connections.
Cooling is probably the most critical
requirement and can be achieved by
a supply of chilled water to in-room
coolers, or by the installation of
self-contained air-cooling units. The
telecommunications connections will
generally be provided from the riser
(or cable patching room where this
is separate) and this requires a
suitable route. Although suitable
rooms can be built almost anywhere,
it is generally best to build them
near service cores, since this
requires the shortest cable and
pipework runs. Because they do not
require windows, they can be placed
in deep space.

The space near the cores is also
required for other facilities,
particularly kitchens, which often

@ Butler Cox plc 1989

need a fresh air supply and extract
ducts. It is important to plan the use
of space in the highly serviced zones
to ensure that current and future
requirements for duct work and
cable routes are not compromised.

Future requirements

As discussed on page A.06, the
impact of today’s trends in IT is
ambiguous. On the one hand, the
increasing deployment of workgroup
systems (especially for image
handling) increases the need for
satellite equipment rooms. On the
other hand, the high cost of office
Space in cities militates against the
use of such rooms, and encourages
the use of high-speed LANSs.

Because the future requirements for
local equipment rooms cannot be
estimated accurately, the design
team should provide zones that can
be used economically either as
offices or as equipment rooms.
Because the provision of extra
services for highly serviced space
increases costs, the amount of space
provided should be limited to the
maximum foreseeable requirement.

Supporting arguments
Workgroups — that is, groups of
staff who interact mainly with one
another, and who work on a shared
task — generally consist of 10-20
staff. The shared equipment for
small workgroups can generally be
accommodated in ordinary office
space (provided the cooling system
is satisfactory). The shared

equipment for four large
workgroups (say, 80 people in total)
might sensibly be accommodated in
a single departmental computer
room requiring a high level of
services. Such a room should be
located in a highly serviced zone.
Given that 80 people typically
occupy about 800 m? of lettable
space, there should clearly be some
highly serviced space for every

800 m? of office space.

A middle-range minicomputer with
associated equipment requires about
20 m*. Although 80 people are
unlikely to require more than two
such machines today, the growing
demand for computing and the
development of document-
management systems based on
optical discs are likely to increase
this. An area of 80 m?, 10 per cent
of the office area, would be enough
to accommodate four such
machines.

. @ & @

G UIDEVLINES

There should be some highly
serviced space for every 800 m? _
of net lettable area (NLA).

There should be the potential
for at least 10 per cent of the
net lettable office space to be
much more highly serviced than
ordinary office space. Such
space should provide:

— Three-phase power.
— Power to 300 W/m?.
— Cooling for the above power.

— A cable route to a communi-
cations riser.

— Physical access for heavy and
bulky equipment. |
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Telecommunications entries

Telecommunications entries are the
places at which telecommunications
services can be brought into the
building from outside.

Terrestrial microwave
antenna

Figure 4.6

An office building
showing
telecommunications
service entries
Occupiers are likely to
need two
telecommunications
cable entry points at
street level, and space
for satellite dishes.

Satellite antenna on
the ground if possible

T Telecommunications

2 +
/ entries

f_p) =1 (1 =)
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Figure 4.7

Concealed roof-top
satellite dish

Satellite dishes often
need to be located on
the roof-top, but it is
possible to hide them
from view.

Dish concealed from
ground level
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Organisations are becoming more
dependent on telecommunications
services. For many of them,
telecommunications provides their
prineipal, and sometimes their only,
contact with customers. As their
dependence on telecommunications
increases, more and more
organisations will want the security
provided by ‘diverse routeing’ —
that is, multiple, independent access
to services. This diversity may be
provided in one of several ways —
for instance, by:

— Multiple cables to the nearest
British Telecom (BT) exchange.
(The exchange will itself have
multiple routes to the rest of the
BT network.)

— The use of services from more
than one provider — BT and
Mercury Communications Ltd
(MCL) at present.

— A mixture of terrestrial cable and
microwave links to the national
network.

— A mixture of terrestrial and
satellite connections.

A variety of access routes will also
be advantageous for the reception
of new services that may not be
available through existing facilities.
Places for satellite antennae are a
case in point because satellite
communications are finding
increasing use for video-
conferencing, business television,
and the distribution of information

© Butler Cox plc 1989
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to widely distributed locations, such
as retail outlets.

In future, most large buildings will
require this range of options,
especially if they include computer
centres. Every building will need
multiple entries: small buildings
may, of course, need fewer than
large ones. Small buildings are also
unlikely to need the large satellite
antennae that are used for the more
sophisticated high data-rate services.

Satellite antennae are best placed on
the ground, to facilitate servicing,
and to avoid interference from
signals from terrestrial sources (via
side lobes of the antenna). If this is
impossible (as is often the case in
cities), the developer should
consider providing a roof space on
which antennae can be placed. (The
planning authorities are more likely
to grant permission for this if the
antennae are not visible from the
ground.)

GUIDEILTINES

All sites

The site should provide more
than one entry route for tele-
communications cables. (If all
entries are to be occupied by
cables from the same service
provider, careful negotiation will
be needed to ensure that the
cable routes remain independent
once they leave the site.)

Care should be taken in the
positioning of antennae to
ensure that stray radiation from
terrestrial microwave antennae
does not impinge on the (highly
sensitive) satellite antennae,
thereby causing interference.

Buildings over 2,500 m? and
computer centres

Areas should be provided where
terrestrial microwave dishes can
be placed. (These areas should
be strong enough to take
antennae.) '

Sites should include at least one
area on which a satellite
antenna with a diameter of at
least 5 m can be located, and
which has unobstructed lines of
sight to geosynchronous orbit.
These antennae are best placed
on the ground.

In cities, developers should
consider providing roof space on
which antennae may be installed
So as not to be visible from the
ground.

4 8 @ @

The southerly arc between
south-east and south-west of the
planned antennae should be
kept free of obstructions.

Small buildings

Buildings should provide places
at which 1.5 m diameter
satellite antennae can be
installed.




Service-entry cupboards

A service-entry cupboard is a
room within a building in which
telecommunications cables from
outside are terminated.

Figure 4.8

Schematic diagram of
building wiring

The main (or building)
distribution frame
(MDF) provides a
termination and
interconnection point
for internal and
external cables. The
PABX test jack frame
(TdF) must be in the
same room as the
PABX, but it need not
be adjacent to the
MDF.

Riser
Patch frame
=17 1 3 T 7 ) 115 (O T S ¢
J Secondary distribution
(not shown)
) N (N (5 1 e 1 | ) e ) e ¢
Télecommunications
closet
PABX
e s e EAITT- T 1 1
Test jack frame
— — =1 O O S |
\
BT external cable Main distribution
frame
' ) ) R R ) R i e i

Figure 4.10

A telecommunications
cable entry

A service-entry
cuphboard Is required
to accommodate a
splice between
outside- and inside-
grade
telecommunications
cables.

\ Service-entry /

cupboards

Manhole

T ] L1 _

Splice

Service-entry
cupboard

External cable

Internal cable

Figure 4.9

Plan of a typical
building basement
showing cable routes
Diverse routeing of
external cables is
often considered
essential. Within the
building, route
separation is also
desirable.



Current situation

In the past, a single frame room has
often been installed to accommodate
the terminations of external cables,
building distribution cables, and
cables to the private automatic
branch exchange (PABX). External
communications cables are generally
filled with petroleum jelly to make
them waterproof. They constitute a
significant fire load and should not
therefore extend into the building
any further than is necessary.
Frame rooms are usually, therefore,
located close to the external
accesses. However, with the
increasing need for multiple,
independent, telecommunications
entries, this traditional multipurpose
frame room is no longer a sound
approach.

Future requirements

Traditional passive spaces must be
provided to terminate incoming
copper and fibre cables close to the
cable entry points. Since the spaces
needed are much smaller than has
been typical, we shall call these
‘service-entry cupboards’ rather
than frame rooms. This requirement
exists even when the building is
located on a campus with shared
access to off-site telecommuni-
cations facilities. The service-entry
cupboard should be designed to
provide termination of external
connections only, and not to provide
the base of the building cabling
scheme,

€ Butler Cox plc 1989

GUIDELINES

There should be as many
service-entry cupboards as there
are external cable entries.




Frame rooms (1) Location

A frame room is a room within a Figure 4.12
building in which connections are Diagram showing
made between telecommunications position of the main
bl includi bles ¢ ted t distribution frame
cables, inclu 'mg cables connected to e i e
external services. frame (MDF) is

located between the
external service
cables and the
primary building
distribution cables, If
the MDF is more than

Figure 4.11
A typical main

distribution frame Ml o
A main distribution ; e a few melres away
frame (MDF) provides R e L, fram e PTT cable Riser
a termination and | — “'""--":-e i entry. a splice to
interconnection facility : "" ) % | interior-grade cable is (Fitarrradiats
for internal and ——3% — LEEES Sl distribution frame
_“!'-q ey -
external cables. — R— 1T T T T I ) 0 D I G G
— === ]
e 1 -
; —3 Secondary distribution
(not shown)
= e = = NI T LT 7
Telecommunications
closet
PABX
2 G i D D (0 G G | D 1 O S I
BT external cable < Service-entry l
fpenad Termination frame
. /’
Cable splice
| 3 =L - 11
_ ¥
Main distribution
frame
T [ (™ ™ ™ ™ 7= ) (™ (= ™ ( f ( / { (



Current situation

PTT telephone technology has
traditionally relied heavily on
multipair telephone cables in which
many twisted pairs are contained in
a single protective sheath. These
cables are relatively compact, but
each pair has to be terminated on a
distribution frame, as shown in
Figure 4.11. Occupants have
traditionally installed a Main
Distribution Frame (MDF) in each
building to serve as the base of the
internal telephone wiring scheme
and the point at which the PABX is
connected to that internal wiring.
Because of the termination
technology used, frame rooms have
traditionally contained little or no
active electronics and have not
therefore required dedicated power
or cooling.

Future requirements

Despite the many advances in local
communications, the need to install
large amounts of copper wire in
buildings will continue for many
years to come. Because building
wiring lasts much longer than the
electronic equipment connected to
it, and because it may, at any one
time, be used to support a variety of
types of communications, it is
appropriate to manage the wiring as
a separate resource and to have
separate rooms for cable termination
and interconnection. In addition to
the telecommunications closets on
the office floors, a central frame
room is needed to provide flexible

@ Buller Cox plc 1989

connections between those closets,
and connection to various external
services (as shown in Figure 4.12).
This frame room should be located
in a place with convenient routes to
all the communications risers and to
the various service entries.

GUIDELINES

There should be a central frame
room with suitable cable routes
to the risers and service entries.

A 2




Frame rooms (2) Size

Figure 4.14

A small frame room
In smaller buildings, a
single-sided MDF will
be adequate.

Single-sided
termination frame

Figure 4,15

A large frame room
In larger buildings,
double-sided MDFs
are more space-
efficient.

Double-sided
termination frames

-

™)

4 &

)

f=p)

T Width of
frame room (m)

Two single
frames

0 |

Two double

frames

0 10,000
Lettable office area (m?)

" Allowing one trunk to every five PABX extensions,

“ PSTN circuits plus PABX trunks.

3
0

Figure 4.13
Recommended
frame-room size
This graph indicates
the recommended
size of a frame room.
It is based on frames
having 1,200-pair
capacity per metre
width of single-sided
frame.

Figure 4.16
Frame-room space
requirements

This table indicates
the recommended
size of the MDF

in terms of pair
termination capacity
in relation to net
lettable floor area.




Current situation

In addition to terminating external
cables, frame rooms have also
served as the hub of the building
cabling system. Today’s frame rooms
are generally sized to accommodate
an MDF with at least one
connection for every telephone
instrument, telex machine, or other
terminal using a line pair, one for
every outside line, and some
provision for data.

Future requirements

The frame room should be kept
separate from the PABX accommo-
dation and from the accommodation
used for the equipment that
terminates any incoming circuit
because:

— The PABX will be replaced
several times over the life of the
cabling scheme.

— The MDF is part of the cabling
scheme, not the PABX.
Maintenance is likely to be
separate.

The frame room should be large
enough to accommodate the
terminations of the internal voice
cabling and of the cables leading to
the service-entry cupboards, but not
to accommodate the electronics
needed to terminate modern, high-
speed networks. Figure 4.13 shows
the largest number of copper pairs
that will be needed for an office
building outside the ‘high-tech’ part
of the finance sector. No space
needs to be allocated for a.central

BRI & 83 35 L i 8
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data patching frame in the frame
room, because all data patching
frames may be located in
telecommunications closets.

The actual size of the frame room
depends on the total lettable area to
be served. We have assumed that
the highest possible staff density in
the building is one person per 6 m*
of the net lettable area (NLA). Each
person may need a telephone and a
workstation.

The smallest size for a frame room
that is convenient is 2 m by 2 m.
When laid out as shown in

Figure 4.14, it is large enough for a
building of 600 m?. Since a changing
mixture of PABX and Centrex
operations may be needed over the
life of the building, the largest
requirement should be allowed for.
Financial organisations may need
very much larger numbers of
connections — as many as 25 per
employee in some cases. The
guidelines are not intended to cover
these exceptional circumstances.

Voice and network services

The frame room should be planned
to last the life of the building and
should therefore provide sufficient
space to allow for recabling at some
stage. As shown in Figure 4.16, the
frame room must terminate cables
from the external services to the
PABX and to the building risers.
Because the PABX will be replaced
several times during the life of the
cabling, enough space must be left

to terminate a second set of PABX
cables during the conversion. The
figure shows the pairs that may be
needed on the MDF for each 100 m?
of NLA. Each 100 m? of NLA
requires MDF space for 120 pairs of
cables to be terminated. A popular
design of frame accommodates
1,200 pairs in a width of 1 m. So a
1 m width of frame will support the
requirements of 600 m?.

Data cables

Data cables should be terminated in
the central computer suite or data
communications equipment room
and not in the frame room. The
space required for data communi-
cations cable termination depends
on the choice of media and type of
network and varies a great deal.

GUIDELINES

A frame room should be at least
2 m deep and 2 m wide.

The frame room should be sized
to accommodate 170 mm width
of single-sided frame or 85 mm
width of double-sided frame for
each 100 m? of NLA,
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Allocation of space for computer suites

A computer suite is a set of rooms
accommodating one or more
computers, their ancillary :
equipment, and supervisory staff. It

may also include data m
communications equipment. A

Meeting rooms

| Paper store

Tape store

computer suite may be located in a . . .
purpose-built building, called a
computer centre, or within an
ordinary office building. Computer » - o : * [—— Print room
centres may accommodate staff 1
other than operations staff, most E . . = Tape-drive room
commonly those engaged in systems L e
development and support. Vﬁl . 0 = | roomp (i
[ 0
e 0
Figure 4.18 | Kitchen
Vertical space . "
H o fon ‘:‘ J Control room (bridge)
computer room
Computer suites for - Sty .

I~ Eguipment store

large mainframe
computers may need
a deep floor void for = . .
cables, chilled water,
and other services.

™~ Data communications

room

Concrete slab —————— 5
Obstructed space Meeling ‘rooms Figure 4.17
Plan showing a
I possible layout for
the computer suite in
a typical office
building
2.8 m Clearance
Space for cables and
ducts
Concrete slab 1 IS i Floor veid
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Current situation

In the past, computers have often
been installed in purpose-built
computer centres. Because these
centres have been in out-of-town
areas, they have been economical to
build and run. Developers have not
therefore included any space in
office buildings suitable for the
construction of computer suites. The
majority of today’s computer appli-
cations require relatively modest
data communications capacity
between the central computer site
and the users’ terminals.

Future requirements

In the future, new applications,
such as those involving document
images, will require much higher
communications bandwidths than is
the case today. The cost of high-
speed data communications over
long distances may then force users
to locate at least part of their
computer facilities within 1 or 2 km
of the users. Because the future
requirements for computer suites in
office buildings cannot be estimated
reliably, the design team should
provide, at a minimum, the space to
accommodate a computer suite large
enough to service the staff in that
building. At least 10 per cent of the
area of the building should be set
aside for this purpose. It will
require:

— A slab-to-slab height of at least
3.5 m, and preferably 4.5 m. This
will be sufficient for an access
floor of 300-600 mm and will
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provide sufficient clearance for
the computers.

— Adequate capacity for power and
data cables and other building
services between the allocated
space and the service cores.

— A heavy goods access route (for
deliveries). The route should be
large and strong enough to take a
mainframe central complex, an
air-handling unit, or an un-
interruptible power supply (UPS)
module, and ideally, should not
be essential to normal office
work.

— Space for associated plant rooms.

Modern office buildings usually have
a storey height of about 4 m. This is
sufficient for the installation of a
computer suite. The space should be
protected from environmental
hazards, especially floods. It should
not be adjacent to heavy machinery
or stores of inflammable or noxious
gas. Some locations pose specific
threats:

— Near lobby — vandalism,
sabotage.

— Basement — flooding (the
flooding risk depends on the
level of the water table, which is
higher, for instance, near rivers).

— Top floor — air crash, fire.

For these reasons, a good location is
between, say, the second and
middle floor of a tower block. On a
campus, the computer suite should
be fairly central to the whole site to
reduce cabling costs.

@i

GUIDELINES

At least 10 per cent of the net
lettable area (NLA) should be
usable as a computer suite.

There should be an access route
at least 2 m wide from the load-
ing bay. Any lift on this route
should be of at least 1,200 kg
capacity and should measure at
least 2 m by 3 m.

-
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imunications risers (1) Location

A communications riser is a space
connecting the floors, in which
communications cables can be
installed.

Atrium

Figure 4,19

A typical office
building showing
positions of risers
More than one
communications riser
will be required in
larger buildings.
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Current situation

Older buildings generally have risers
for water (fire sprinklers, waste,
and drinking water), and power, but
often do not have separate risers for
communications. Communications
cables have to be installed in
existing risers, usually the electrical
risers. Modern buildings usually
have more riser space, but even
buildings being completed today do
not always have enough.

Future requirements
Communications cables need
separate risers, which should be
located in the landlord’s space. It is
usually convenient to serve each
closet on a floor from a separate
riser, so the locations of risers and
closets depend on one another and
should be planned together. (The
planning of telecommunications
closets is dealt with on

pages 4.13 and 4.14.)

Risers are usually located, together
with lifts and emergency stairs, in
service cores. The regulations
concerning the maximum distance
between emergency stairs will
usually result in enough service
cores to provide the number of
risers needed.

Communications and power, and
sometimes cooling water and air,
will have to be distributed to the
floors from their respective risers
and/or plant rooms. Because the
secondary distribution spaces are
likely to be limited, it is helpful to
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keep these risers and plant rooms
separate and, in particular, to keep
communications risers away from
risers of other kinds. Since telecom-
munications services may be brought
into the building in a number of
places, cable routes should be
planned from the risers to each of
the cable entries and to any site
reserved for terrestrial microwave
or satellite antennae.

Even when structured cabling
systems are in use, it will sometimes
be necessary to install additional
cables. It should be possible to do
this without disrupting the normal
work of the organisation. This may
be achieved conveniently either by
providing access to risers from
landings or primary circulation areas
(but taking care that the doors do
not interfere with escape routes), or
by making the riser large enough to
accommodate workmen.

GUIDELINES

Communications risers should
not be combined with those for
water, air, or power.

Communications risers should be
located away from other risers
and plant rooms.

The riser locations should not be
decided until the locations of
wiring closets and highly
serviced zones have been
decided.

Risers or other communications
ducts should connect to the
places intended for microwave
and satellite antennae.

Risers should be accessible
without disturbing normal work.
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Jommunications risers (

The size of a riser is the area in
which cables may be run between

floors.

Figure 4.20

A crowded riser

(.

Figure 4.21

A typical
communications riser
The smallest
communications riser
allows space for, and
access to, one

300 mm-wide cable
tray and an
intermediate
distribution frame for
voice cables,

Intermediate
distribution frame

Cable tray — |

0.5m

) Size for voice and network services
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Current sitnation

Older buildings generally have risers
that are too small. Modern buildings
usually fare better, although some
recently completed buildings in the
City of London have insufficient
riser space for the many cables
needed for the specialised
information services used in the
financial markets.

In a modern office building, the
risers will need to take cables for
telephony, terminal support, local
area networks (LANs), and building-
management systems, and possibly
an intercom, paging system,
television, and security system,
amongst others. Separate telephony
cables may be needed for British
Telecom (BT) services, Mercury
Communications Ltd (MCL) services,
and PABX extensions. Several
different sorts of data cable may be
needed.

The dealing rooms of financial
institutions present an extreme case
because staff are usually packed
tightly into the available space, and
they often require additional
specialised services, such as:

— A number of direct telephone
lines to other dealers.

— ‘Hoot 'n holler’ — a type of
intercom system.

— Financial market information
services. (These services are
generally run over coaxial cables
and, since some are in colour and
many dealers have several
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information screens at their
desks, each desk may need as
many as 18 cables.)

With today’s technology, dealing
rooms need much more riser space
than other offices.

Future requirements

Most buildings are sub-let, or
become multitenanted, at some
stage in their lives. The space will
not necessarily be divided in ways
that are convenient for cabling. The
risers should therefore be sized on
the basis that they may have to
serve up to 75 per cent of the space
to the next riser rather than the
half that might be assumed.

Experience shows that the number
of telephones, both PABX
extensions and direct lines, rarely
exceeds 1.5 times the number of
staff. Although most telephones are
supported on single pairs of wires,
this will not be sufficient for some
future telephony systems (including
some uses of ISDN), and space for
two pairs per circuit should be
provided. A space of 4 mm? is
sufficient for a twisted pair in a
high pair-count cable, so that the
riser space needed to accommodate
these services is 12 mm? per person.
Given that the staffing density
might rise to one person per 6 m? in
some cases, this is also the space
required for each 6 m? of net
lettable area (NLA).

Every building is likely to need
recabling every 10-20 years, and it

.
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is desirable to be able to do this
without disrupting the existing
cabling. The riser should therefore
provide as much space again, in
order to accommodate the
replacement cabling system. The
space requirement is therefore

24 mm?® per 6 m® of NLA. A 50 per
cent reserve is prudent for
unforeseen developments.

The overall requirement for voice
and network cabling is therefore

36 mm?® per 6 m® of NLA. It is
sometimes more convenient to
express this as 15 mm of tray width
per 100 m? of NLA. This approach is
quite conservative as it ignores:

— The likelihood that future PABXs
will concentrate many telephone
calls onto a single, probably
optical-fibre, cable. (A few
modern PABXs already work this
way.)

— The integration of PABX and
network service wiring. The
Office of Telecommunications
(OFTEL) is currently reviewing
the regulations that prevent this.

J
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GUIDETULTINES

Risers should be sized to allow
for the possible division of the
floor space for sub-letting.

A communications riser should
provide 600 mm? of area for
each 100 m? of NLA that it
might need to serve for voice
and network services.

A communications riser should
provide 15 mm of tray width for
each 100 m? of NLA that might
be served for voice and network
services.
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Communications risers (3) Size for non-voice communications

Figure 4,23

Usable tray width for
non-voice cables as a
function of building
area served
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Sleeved holes in slab

Sleeved holes
stopped off for future
use

Figure 4.24

A typical wiring closet

[~ Data-cable patch
frame




Current situation

In many buildings, risers have

- become congested owing to the
proliferation of cables dedicated to
particular IT services. As explained
in Chapter 2, offices of all kinds will
experience the migration to LAN-
supported intelligent workstations,
and the integration of building
services.

Financial institutions will also be
affected by the migration of video
services onto digital LANs; they are
also beginning to investigate the use
of optical fibre to reduce their space
requirements.

Future requirements

In principle, the trends in network
technology should lead to a
reduction in the requirements for
cabling, and therefore for riser
space. In practice, three factors are
having an influence in the opposite
direction:

— It is generally troublesome to
remove cables when they are no
longer needed and the cables for
structured cabling schemes are
deliberately retained for future
use. The cables for the new
LANs may therefore be
additional to any cables needed
previously.

— Future network technologies
may, in practice, require more
space than now seems
reasonable.

— There are always likely to be
some individual staff and groups
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who require particular
information services with unusual
requirements.

In the future, therefore, the risers
should be sufficiently large to
accept all the cables envisaged
initially, plus the largest system that
can reasonably be foreseen.

In a small building, the riser space
required is greatest if optical fibres
are installed in a star topology from
a central frame room or computer
suite to each work location. The
further advantage of this approach
is that it makes few assumptions
about the services that each user
will require. The fibres can be used
for data communications at a
variety of speeds and under a
variety of protocols, or television, or
speech.

Because every office worker is
likely to need an intelligent
workstation, it is prudent to provide
enough space to run a dedicated
cable to each one. The size of the
largest cable in common use is

80 mm?, to which we add 40 mm?®
for a replacement system, and

40 mm? for reserve. The total
requirement is therefore 160 mm?
for each 6 m? of NLA. This is more
conveniently stated as 67 mm of
tray width per 100 m? of NLA.

This is a reasonably generous
approach (except where large
numbers of financial traders have to
be accommodated), because many
data circuits can be concentrated

onto a single cable. A further

300 mm of riser tray should be
allowed as a general provision for
services such as television,
broadband networks, and leaky
feeders for pagers.

To ensure that the space provided
remains adequate, and is not used
up by inefficient technologies, cable
management must continue to be
effective after occupation. This is
discussed further in Chapter 8.

GUIDELINES

A communications riser should
provide space for 2,700 mm?® of
non-voice cables for every

100 m? of NLA that might be
served by the riser. This will
require 67 mm of cable tray
width for every 100 m? of NLA.

The riser should provide an
additional 300 mm width of tray
for other services.

NB:

(1) These guidelines should not
be used for buildings of more
than 10 storeys. These
buildings require detailed
study by the design team.

(2) Extensions of the riser ducts
to cable entries and micro-
wave antennae may be much

~smaller than indicated above.
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Communications risers (4) Construction

The usual practice in the United
Kingdom today is to build risers as
open shafts whose floors are filled
in later. Slots are left in the floor
for the vertical eable trays and
cables.

Figure 4.25

Section of floor
penetrations in a riser
shaft

Cables may be routed
through sleeved holes
in the floor slab.
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Cable tray
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Telephone palch

frame

Sleeved holes
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Figure 4.26

Detail of sleeve and
fire stopping

Cable sleeves cast
in sitt provide a
convenient
arrangement for fire
barriers between
floors.

Sleeve fire-stopped
with intumescent putty




——

Current situation

An alternative to the British
approach, common in the United
States, is to leave fairly small holes,
typically 100 or 150 mm diameter,
between wiring closets, and to
install ceramic sleeves. These are
firestopped and brought into use
only when needed. The advantages
are that:

— There is no risk of workmen
falling.

— They are easy to firestop.
— They keep cable bundles in line.

— They provide a framework for
space management.

Future requirements

Most buildings are sub-let or become
multilet at some stage in their lives.
These situations create problems
that the design team should address:

Telecommunications access: Each
occupant is likely to require his own
BT and/or MCL access cables. To
prevent one occupant depending on
the favour of another, the landlord
should provide ducts for public
network cables, both copper and
fibre.

Frame rooms: Occupants will need
to establish frame rooms, probably
in their own space.

Connections between floors: If an
occupant has multiple floors that are
not contiguous, these will need to
be linked through secure riser space.

© Butler Cox plc 1988
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GUIDELINES

Communications risers should be
continuous vertical shafts,
wherever possible.

The minimum size for a
communications riser should be
1,200 mm wide by 500 mm
deep.

The space for cables between
risers, wiring closets, and
secondary distribution space
should be defined in the brief to
the builder.

A number of sleeved holé‘s, _
rather than open shafts, should
be used. i

To allow the building to be let
to multiple occupants, or to be
sub-let, there should be
provision for individual security
of an occupant’s riser space.

773




Telecommunications closets (1) Planning

A telecommunications closet is a
room in which the backbone
network is connected to the
horizontal distribution.

Figure 4.27

A riser cupboard with
an adjacent cable
patching room

Riser cupboard

Cable patching room
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Telephone patch
frame
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Figure 4.28

A typical wiring closet
A wiring closet should
provide space for
voice and data
patching frames.

Vertical cables on

cable trays

frame

Telephone paich
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Current situation

Riser cupboards were introduced in
the United Kingdom to accommo-
date the patch frames in telephone
block-wiring schemes. They were
originally small and unserviced, as
shown in Figure 4.21 on page 4.10.
The requirements for riser cup-
boards have gradually increased to
accommodate data communications
cables, patching frames, and
electronies. Structured data-cabling
schemes have been based on larger
components. This has increased the
pressure on space in riser cup-
boards, requiring them to be
supplemented by separate cable
patching rooms or to be sub-
stantially increased in size. To mark
this change, the term ‘wiring closet’
has been introduced.

The move to higher signalling speeds
and the introduction of local area
networks (LANs) has required the
installation of active electronics on
the same floor as the workstations.
In some environments, this trend
has converged with the develop-
ment of departmental computing,
based on small machine rooms in
office areas. Reflecting the further
increase in size, and especially the
new need for power and cooling,
these rooms have been called
‘satellite equipment rooms’.

It is helpful to distinguish between
these varieties of communications
and computer rooms. In practice,
the size and level of servicing
increases, from a riser cupboard at
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one end of the spectrum to a
departmental computer room at the
other.

There is still considerable variation
between buildings in the approaches
taken to telecommunications closets.
Most current designs, however,
leave little opportunity for changes
to be made over the life of the
building,

Future developments

The trend from small riser
cupboards through wiring closets to
even larger departmental computer
rooms may continue, but this may
not occur because:

— Once every worker has an
intelligent workstation with a
network connection, there is only
limited scope for expansion in
the number of connections.

— Some computer users have
recognised the high direct costs
and opportunity costs of
departmental computer rooms, so
have centralised the
departmental computers and
reclaimed the computer-room
space for office use.

The building design team must
accept that the balance between
centralised and distributed
processing is unstable and may
swing either way, probably during
the life of the first fit-out, and
certainly during the life of the
building. Therefore, they should
provide modest telecommunications

T 8 @ @
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closets — either a riser cupboard
with adjacent space for a cable
patching room, or a wiring closet.
These options are shown in
Figures 4.27 and 4.28 respectively.

It is desirable to provide a clear
demarcation between passive
structural space and serviced space
intended for active electronics, in
order:

— To reduce the risk of fires
spreading between floors through
the risers.

— To keep heat, ventilation, and air
conditioning out of the risers.

— To encourage clear demarcation
of management responsibilities.

Designs should be flexible enough
for the telecommunications closets
to be expanded, either during fit-out
or subsequently, to form satellite
equipment rooms or departmental
computer rooms. The areas
designated for satellite equipment
rooms should fall within a heavily
serviced zone.
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Telecommunications closets (2) Location

Figure 4.29 Figure 4.30
Plans showing areas Floor area that can
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The most basic limitation on the
positioning of telecommunications
closets is the need to keep the
lengths of cables within the limits
set by the structured cabling scheme
that will ultimately be used. Since
that scheme is unlikely to be known
when the building is designed, the
limit given in the emerging
Electronic Industries Association
(EIA) standard (90 m), should be
used. This distance is sufficient for
most uses of the main proprietary
cabling schemes.

Four factors combine to reduce the
office area that can be served from
a single closet below that of a circle
of 90 m radius. They are:

— The use of ‘street and avenue’
horizontal cable routes.

— The need to route cables around
obstacles such as service cores.

— The need to avoid congestion in
the areas where the cables
approach and enter the closets.
These areas are often densely
packed with other services as
well.

— The need to allow some cable
length at the patch panel, and
sometimes, from the service
space to the presentation.

The area that can be served is
further reduced when the shape of
the building is considered. This
often leads to the location of a
telecommunications closet near a
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corner of the space to be served, as
shown in Figure 4.29.

In practice, it is quite difficult to
serve areas of more than 1,000 m?
(lettable) space from a single closet:
an area of 500 m? is a better
guideline. If the design team wishes
to support a larger area from a
single closet, it should ensure that
all services can be satisfactorily
distributed. This may involve
increasing the floor void depth from
120 mm to 150 or 200 mm (see also
page 6.08).

Reference

Building standards for telecom-
munications media and systems.
EIA PN 2072 (CSA T530).
Washington DC: Electronic
Industries Association.
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GUIDELINES

Even if the space is occupied by
a single occupant, there should
be at least one telecommuni-
cations closet for each

1,000 m? (preferably 500 m?®) of
NLA. '

To provide resilience, there
should be at least two tele-
communications closets on every
floor of more than 1,000 m?,
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Telecommunications closets (3) Size

T

2,600 mm

mh

Figure 4.31

A typical voice and
data-cable patching
room layout

Some types of data-
cable termination and
patching frames
require front and
occasional rear

access.
600 mm | 600 mm
I
Data-patching cabinets
L
2,000 mm L
Y .ﬁl o r'ﬁ) fm' (1‘,-}

Figure 4.32

A technician working

in a closet

Ceiling void
600 mm 2% Lights
Data-cable patching
i cabinet
600 mm
1,400 mm
Floor void

Riser cable




Different minimum sizes are
appropriate for the various kinds of
telecommunications closet described
above. A riser cupboard should be
large enough to contain telephone
patch panels or similar, but need
not be large enough to work in. Its
minimum size is therefore the
minimum size for a riser.

A wiring closet or cable patching
room to serve 500 m? of net lettable
area should be large enough to
contain two racks of patching for
the largest structured data-cabling
system in common use, plus a
limited amount of electronics, such
as multistation access units for a
token ring LAN (as shown in

Figure 4.31).
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GUIDELINES

The minimum size for a riser
cupboard should be 0.5 m deep
by 1.2 m wide.

The minimum size for a cable '
patching room or wiring closet
should be 2.2 m deep by

2 m wide.

A cable patching room to serve
1,000 m? should be 2.6 m deep
by 2 m w1de
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Telecommunications closets (4) Construction

Cable patchin
p 8ol
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Figure 4.33

Building cross-section
showing the
telecommunications
closets as part of the
riser
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Cable patching |

Figure 4.34

Building cross-section
showing the
telecommunications
closet as part of each
floor
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As discussed above, the design team
should provide either riser cup-
boards or wiring closets. The use of
riser cupboards minimises the size of
the riser but constrains the occupier
either to devise a very compact
cabling scheme, or to create a
patching room. In the latter case,
the design team should provide a
knock-out panel through which a
cable route between the two can be
constructed.

Sufficient space should be provided
to connect cable ways within the
closet to those provided for
secondary distribution (which is
discussed on page 6.07) for the
highest density of presentation and
the largest number of cables per
presentation that may be needed.

The design team should also decide
on its approach to fire protection. It
must regard the closet either as part
of the riser, or as part of the floor.
The latter is generally preferable
since fire safety is maintained even
when someone is working in the
closet with the door open. In either
case, the design team must take
steps to ensure that fire seals are
established and maintained.

© Butler Cox plc 1989
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GUIDEVLTINES

Telecommunications closets
should be protected by full-
height fire walls of two-hour
rating if they are part of the
riser system.

Thé_y should have waterproof
ceilings.

They should have no windows.

The ceiling should be at least
2.5 m high.

Doorways should be at least 1 m
wide and 2 m high.

It should be possible to gain
access without disrupting normal
office work.

The cable entry to the
horizontal distribution should

have an area at least 110 mm?
for each 1 m? of NLA.
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Chapter 5 Provision of services

Information technology equipment
in buildings requires not only space
for computer and cabling
installation, but also an adequate
level of electric power that is secure
against voltage fluctuations,
protection against electric
interference, proper earthing,
facilities for cooling, and protection
from unauthorised access.

Plant

—

Plant

Telecommunications
closets SF

Electrical switch room

Figure 5.1

Section of a typical
office building
showing the space
allocated to services
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Computer room power (1) Initial supplies

Computer room power (2) Ultimate level of provision

Small-power planning (1) Initial supplies
Small-power planning (2) Ultimate capacity
Power supply (1) Security of supply

Power supply (2) Controlling electrical interference

External earths and lightning conductors

Heating, ventilation, and air conditioning (1) IT heat
Heating, ventilation, and air conditioning (2) Local control
Building control cabling

Voice and data cabling

Security
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Computer room power (1) Initial supplies

A computer room is a specialised
room in which larger computers
(known variously as super-
computers, mainframes,
superminicomputers, and so on) are
housed. It requires a physical
environment that is controlled for
temperature, humidity, and dust
content. Both the computer room
itself and its air-conditioning system
require considerable amounts of
power.

Figure 5.2
Typical power flow
for a mainframe

computer
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Current situation

In many office buildings, the
computer suite is a major consumer
of power and source of heat,
Moreover, both the size of computer
rooms and the power consumption
of computers have tended to
increase. The growth of
telecommunications networks has
increased the availability required
from computer systems and their
power supplies, and has led to the
increasing provision of back-up
facilities, such as standby diesel
generators, uninterruptible power
supplies (UPSs), and reserve
computer centres.

Initial requirements

Those aspects of the power supply
and cooling systems that are
expensive to provide and not very
difficult to expand should be
provided at the level needed for the
first five years of occupation. These
include standby generators, UPS
units, and cooling system
components such as fan coil units.
Other elements should be sized for
the largest load that the building is
expected to need, the computer-
room contribution to which is
discussed overleaf.

The initial level of power required
can usually be defined by the
occupant (who knows the intended
use of the building). This will
include allowance for any computer
rooms. The power supply and
cooling load should be estimated on
the basis of the allocated floor area

vV W v W W

rather than on the equipment that is
expected to be installed initially.
The IT equipment actually installed
on occupation is usually different
from that planned, and it will
certainly change repeatedly during
the life of the computer suite.

Reference

Halper, Robert F. Computer data
center design: a guide for planning,
designing, consiructing and
operating computer data centers.
New York: John Wiley, 1985.
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GUIDEVLINES

The initial computer room
power demand should be
estimated by the oceupant. In
the absence of more precise
data, the following guidelines
may be used:

— The computer room _
occupies half of the space
of a computer suite.

—  Large computer rooms (for
_mainframes) require
600 W/m2. -
—  Small computer rooms (for
minicomputers) require up
to 500 W/m?.

—  Satellite equipment rooms
~ (for communications
equipment) require
300 W/m?., : -
—  The power budget for the
~ ancillary areas of the '
‘computer suite should be
the same as for other
offices. '

~  Power will be needed to
~ cool the computer room.
Cooling systems typically
require one kilowatt of
electrical power to remove
three kilowatts of heat.
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Computer room power (2) Ultimate level of provision

To allow for the possibility that
power needs will increase over the
life of the building, as is shown in
Figure 5.5, the designer should
provide space in which additional
power supply equipment (such as
standby generators and UPS
equipment) can be installed. This
space need not be committed for the
purpose at the outset. Subject to
planning permission, it might be
used for car parking until needed.
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Figure 5.5

A hypothetical graph
showing the growth
of IT power and
cooling demand over
the life of an office
building

The combination of
growth in computer
room size and growth
in power density can
lead to a dramatic rise
in total power (and
cooling) demand.
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Future requirements

The use of mainframes, depart-
mental computers, terminals, and
intelligent workstations will
continue to increase and, as
organisations become more
dependent on their computers, they
will be increasingly intolerant of any
loss of service. Within 10 years, a
high proportion of staff in many
organisations will be unable to do
their work unless the computers are
operating. It is therefore essential to
provide space in every reasonably
large office building in which
additional generators, power
supplies, and switchgear can be
installed to meet the future power
needs of computer suites. There is
also a trend, for which some
allowance should be made, towards
increasing power densities.

A reasonable space allocation for a
computer suite is 10 per cent of the
office space, of which half will be
the computer room and half
ancillary areas, such as the control
bridge and media stores. Large
buildings may need rooms for
departmental computers as well as
central computer suites. A further
3 per cent of space should be
assumed to be used as minicomputer
ToOms.

The practical minimum size for a
satisfactory mainframe computer_
room is about 300 m?. This includes
space for communications equip-
ment and for two complete
mainframe configurations, so that

@© Butler Cox plc 1989

major upgrades can be installed
without disrupting normal
operations. Thus, the smallest
building to which these rules can be
applied is one of about 6,000 m?.

Smaller buildings may still need
computer rooms, but these will
probably contain minicomputers
rather than mainframes. They
should be planned on the
assumption that 8 per cent of the
space will be used as departmental
computer rooms.

For ultimate capacity planning
purposes, it is good practice to
assume that:

— The power allocation for a
mainframe computer room should
be 750 W/m?

— The power allocation for the
ancillary areas should be the
same as for ordinary office space.
(This is discussed on page 5.05.)

— The power allocation for a
departmental computer room
should be 500 W/m?.

— Power will be needed to cool the
computer room. Cooling systems
typically require one kilowatt of
electrical power to remove three
kilowatts of heat.

— UPSs will be needed for all the
IT equipment.

— Standby diesel generators will be
needed for the IT equipment, the
lighting, and the cooling system.

P W W Wy W W @
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GUIDELINES

Every large office building
should be planned on the basis
that it may have to include a
computer suite at some point in
its life. A

The maximum power require-
ment should be calculated as
follows:

— For buildings up to 4,000 m?,
allow for a computer room
with a floor area of 8 per
cent of the NLA and a power
rating of 500 W/m?

— For larger buildings over
4,000 m?, again allow for a
computer room with a floor
area of 8 per cent of the NLA,
but in this case the power
rating should be 750 W/m? for
5 per cent of the building
NLA and 500 W/m? for 3 per
cent of the building NLA.

The planning should take into
account the guidelines given on
page b.06 for standby-generator
and UPS provision.

This power requirement should
be used to determine the
computer-room component of
the Electricity Board supply, the
main supply cables, the space
for power and cooling
equipment, and the size of
chilled water pipes.
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Small-power planning (1) Initial suy

The power supply to equipment in
offices is generally known as ‘small
power’ (sometimes as ‘office
power').

Figure 5.6

Increase in small-
power requirements
for IT equipment in
offices

Small-power demand
is growing rapidly
because of the
increasing penetration
of IT equipment, and
the change from
dumb terminals to
intelligent, networked
workstations.
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Figure 5.7
Small-power demand
today

A high penetration of
PCs in a city-centre
office leads to a
relatively high small-
power demand,
especially if space per
person is low.




Current situation
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The speculative building developer

The power requirements of a will generally have identified one or
building include small power, and more commercial sectors as the

the power needed for lifts, lights, likely market for a building. In

and kitchen equipment. Until deciding on the level of initial small
perhaps 10 years ago, small power power, he should consider the

was a minor element of the total characteristics of that sector,
requirement (see Figure 5.6). As IT especially the staff density, and the
equipment has spread into offices, nature and penetration of

however, small-power demand has workstations.

grown substantially and has become
a significant part of the total power
requirement in non-air-conditioned

buildings. Figure 5.7 shows a range
of practical cases, based on our

research.

Planning for a new building

In estimating the initial small-power
demand for a new building, it is
reasonable for the occupant to
extrapolate from his existing usage.
In doing so, he should take account

of the main trends and un-

certainties, discussed in Chapter 2

and the Appendix.

In the past, some occupants have
greatly over-estimated their initial
power requirements, basing them on
the nominal power demand of their
IT equipment (sometimes called the
‘nameplate load’). The actual power
demand of an IT device, such as a
terminal for a personal computer
(PC), is often one third or less of the
nominal demand. Planners should

base their estimates on the

measured average power demands
of the equipment to be used, and
should never rely on the nominal

loads.

© Butler Cox plc 1989
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G UIDELTINES

To define their initial power
requirements for a new building,
occupants should:

—  Extrapolate from existing
~ usage, taking current
tren_ds_ into account.

—  Rely on the measured, not
nominal, power demand of
the equipment they intend
to use. : : o
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Small-power planning (2) Ultimate capacity

The increased use of IT systems in
offices will lead to higher levels of
small-power demand in the future.

Figure 5.8

Ultimate small-power
demand

Ultimate small-power
demand is difficult to
predict. Assumptions must
be made about minimum
net lettable area per
person, diversity, and
power per workstation,
since the table shows,
these affect power
requirements,
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The future requirements for small
power depend principally on five
factors:

— Staffing density.
— Penetration of workstations.
— Use of workstations.

— Power consumption by
workstations.

— The number of shared machines.

Staffing density

In Chapter 2 (page 2.04), we
concluded that, for a single office
floor, there was unlikely to be more
than one person per 8 m? of net
lettable area (NLA). In general,
buildings in cities have higher
densities that those in the
countryside, and there can be even
higher densities on financial trading
floors (where there is also a high IT
penetration) and in some specialised
clerical functions (such as telesales).

A complete building will include
areas such as meeting rooms,
restaurants, and storerooms, which
are not occupied continuously. The
effective staffing density for a
building is therefore typically 25 per
cent lower than that for a single
floor — thus, no higher than one
person per 10 m* of NLA.

Penetration of workstations

As discussed in Chapter 2, the
penetration of workstations is
increasing rapidly and is likely to
approach 100 per cent in most
organisations in five years. During

© Butler Cox plc 1289
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the same period, there will be a
marked move towards intelligent
workstations. The move from dumb
to intelligent workstations implies a
substantial increase in power
demand. Today's PC consumes
about twice as much electric power
as a dumb terminal: a powerful
engineering workstation may
consume four times as much.

Use of workstations

Today’s PCs are used in a rather
different way from dumb terminals.
While the typical dumb terminal is
used by a clerk for a single
application or a group of closely
related applications, most PCs are
used for a range of applications,
often by professional staff. Thus,
terminals are generally left running
the whole day, while PCs are turned
on only when needed. This has led
to a reduction in actual demand for
power, relative to the sum of the
power demands of the individual
machines. This reduction factor is
termed the ‘diversity’ factor.

In the future, the intelligent
workstation will combine the
functions of the terminal and the
PC. It will provide both local
processing and access to information
and systems residing on other
machines. As their dependence on
computer systems increases, users
tend to leave their workstations
running continuously. Taking into
account the occasional absence of
people from their offices, the
diversity factor will therefore
approach 0.9.

Power consumption by
workstations
During the first decade of the

“existence of the PC, electric power

demand first rose and then fell,
despite a 100-fold increase in its
storage and processing capability
(see Figure A.4). It is impossible to
predict the power demand of future
workstations with any confidence,
because improved technology will
tend to reduce it, while increased
demands for processing power and
high-resolution colour graphics will
tend to increase it. However, the
power demand per workstation is
unlikely to rise much above its
present level of 300 W, and it may
well fall.

The number of shared machines
For power planning, the most
significant shared machine in
today’s office is the photocopier.
The power consumption of a large
office photocopier is about 1.5 kW.
The increasing use of IT, and
especially of document image pro-
cessing, will reduce the requirement
for paper copies and cause the
replacement of copiers by printers.
At the same time, however, the
trend to intelligent workstations will
increase the demand for power
because they need shared facilities
such as printers, communications
gateways, and file stores.

These shared facilities usually run
continuously, at least during the
working day. The power con-
sumption of shared file and print

g
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servers depends on the workstations
they support. The power load due to
these devices is typically about

20 per cent of that due to work-
stations.,

Total demand for IT small power
Figure 5.8 shows that a wide variety
of workstation power requirements
can be calculated. Therefore, except
for buildings constructed especially
for financial trading in city centres,
the ultimate demand for small power
should be taken to be 40 W/m2 of
NLA. This figure should be used to
size the power supply components
on each floor.

For a whole building, or for a group
of floors that includes meeting rooms,
the ultimate demand for small power
should be taken as 30 W/m? of NLA.
The figure should be used in sizing
the Electricity Board’s supply to the
building, the main cables and
vertical busbars, and the main
HVAC systems.

GUIDELINES

Designers should provide small
power for IT at the following
levels in new buildings:
— For a single floor:
40 W/m?® of NLA.
— For several floors or a whole
building: 30 W/m? of NLA.
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Power supply (1) Secui"ity of supply

Figure 5.9
A typical UPS

The public electricity supply in
most of Britain is of high quality
and very reliable. The voltage and
frequency are closely controlled,
and typically only one or two supply
failures occur in a year. Other
disturbances, such as spikes due to
switching in the supply authority’s
network, are much more frequent in
some areas. IT systems are
vulnerable to these disturbances.




Current situation

In larger buildings, the landlord
often provides a diesel generator for
emergency services such as lifts,
emergency lighting, fire detection,
and smoke extraction. However,
tenants will not usually be provided
with supplies that are protected
against failures and disturbances.
Some organisations regard these
infrequent disturbances as
acceptable, even for their
computers. Others have decided that
they must have their own standby
generating capacity to enable them
to operate during periods when the
mains supply is unavailable, and this
standby is generally provided by
diesel generators. Diesel generators
take 30 to 90 seconds to start, run
up to speed, and deliver a stable
voltage that can be connected to the
main distribution board. Computers
served from them will therefore
stop, and complex recovery
procedures may be needed to
restore the files to a consistent
state.

To avoid this, battery-powered
UPSs, such as that depicted in
Figure 5.9, are available, which
completely eliminate any break in
the supply to the computers. Since
UPSs can provide power for many
minutes, they can be used to give
the operators time to conduct an
orderly shutdown of the computers.
They are more often used, especially
for applications such as airline
reservations and financial trading, in
conjunction with diesel generators
to make the computer room wholly
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independent of the mains supply.
UPS units also eliminate the effects
of disturbances other than complete
failures in the incoming supply, and
in the absence of diesel generators,
are sometimes installed for this
purpose.

Neither standby power nor UPS is
generally provided for office areas
since most electrically powered
office equipment, lights, coffee
machines, and copiers, are not
damaged by a loss of power. The
increasing use of IT equipment has
altered this position somewhat, but
organisations usually take the view
that:

— A loss of terminal function is
acceptable, provided that the
computers are protected.

— Users of PCs must take periodic
back-ups of their work and
tolerate the effects of (rare)
power disturbances.

In most cases, PCs and computer
terminals in office areas can be
operated from the public supply
without taking any special
precautions. However, in certain
situations, such as airline-
reservation offices and financial
trading rooms, standby supplies are
needed so that operations can
continue in the event of loss

of the public supply. If
continuous operation is required,
all building services, including
lighting and air conditioning, must
be considered.

o W W W W

Future requirements

The trend to distributed computer
systems consisting of minicomputers
or networked PCs, and the tendency
to use them for operational, rather
than decision-support applications,
increases the impact of a power
failure. There is therefore a growing
requirement for secure power
supplies to be available throughout
the building.

The proliferation of local area
networks (LANSs) is creating a need
for secure supplies to file servers
(which are used to store
departmental data). It is complicated
to restart these systems following
loss of power, and data may be lost.
In a building that has a standby
diesel generator and a battery-
backed UPS, the simplest
arrangement is to site these
components in satellite equipment
rooms on each floor, which can be
fed with secure supplies and air
conditioning 24 hours per day.
Where there are no central secure
supplies, or where the file server
must be located in a work area, self-
contained UPS units with integral
sealed batteries can be used for
each critical load. Typically, these
units provide 30 to 60 minutes of
power. This is long enough for staff
to save current work and initiate an
orderly shutdown.

It is generally neither economical
nor operationally convenient to
provide supplies from standby
generators or central UPSs to a

'l

small proportion of outlets in office
areas. A better approach is to
provide the required level of
standby power to all the outlets on
a floor, or to a major part of a floor,
accepting the costs of the additional
generators and UPSs.

GUIDETLTINES

Where a standby diesel _
generator or battery-backed UPS
is installed in a building, the
power supply that it secures
should be available in
telecommunications closets and
local equipment rooms to
support departmental computers
and file servers, and other
distributed network components.

wwwww w

R i T et i . " o ol

e - v



Power supply (2) Controlling electrical interference

Some electrical loads in buildings,
such as lift motors and air-
conditioning plants, can generate
voltage spikes and other electrical
noise. In turn, this can be
transmitted to IT equipment via the
power cabling. As IT equipment is
often sensitive to this type of noise,
steps must be taken to control it.
Some equipment is also sensitive to
the radiation emitted from electrical
cabling.
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Dedicated supplies to
desks

——————————————————————————————— S Figure 5.10
T A typical cable layout
plan for a floor of an
office building
All desks require clean
supplies. Separate
circuits are necessary
for electrically noisy
loads such as
uplighters,
photacopiers, vending
machines, and
vacuum cleaners.
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Separate supplies for
large photocopiers,
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Providing clean power supplies
Good-quality IT equipment is quite
tolerant of disturbances in the
power supply. The 240 V ac supply
is transformed to 5 V or 12 V dc
inside the equipment, where it feeds
a large bank of capacitors. They
smooth out disturbances and can
ride through millisecond
interruptions.

In existing buildings, particularly
sensitive IT systems may be
protected by their own power
conditioners. In some new buildings,
desks are provided with their own
clean supplies of power, This adds
to the cost and makes subsequent
equipment moves troublesome and
expensive, because power supplies
must be moved with the IT
equipment. Relocation problems of
this sort may be eliminated by
providing a clean supply to every
desk. Some designers have provided
each desk with both clean and dirty
supplies, using two separate power
distribution systems. This approach
adds yet more significantly to the
installation cost.

Because every desk in a building is
likely to support IT equipment, it is
far less expensive to keep all desk
supplies relatively clean by
excluding dirty loads, and to provide
separate supplies for the relatively
few dirty loads such as large
photocopiers and vacuum cleaners.
This arrangement is shown in
Figure 5.10. It may be appropriate
to fit vacuum cleaners with special

iad

© Butler Cox plc 1988

industrial plugs so that they cannot
be plugged into the desk outlets.

Controlling radiated interference
Some IT equipment is susceptible to
radiation from power cabling. Power
cables that are run parallel to
communications cables may induce
currents in cables. Lighting circuits
in which the live and neutral
conductors are not run close and
parallel may cause distortion on
VDU screens. These problems should
be controlled by segregation,
screening, and good cabling
practices.

Power cables should be kept away
from voice and data cables, in their
own ducts, where possible.

‘.’ W ‘@

GUIDEVLTINES

Power outlets serving desk areas
should use standard 13-amp
sockets complying with BS 1363.

Live and neutral conductors
should be kept close together
throughout their lengths.

Where power cables are run
parallel to voice or data cables,
‘they should be segregated in
earthed metal trunking, or
sheathed with wire braid
armour that is bonded to earth.

Separate distribution circuits
should be provided to wall- or
column-mounted outlets for
electrically noisy loads, such as
large photocopiers and vacuum
cleaners.
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Earthing

Oﬁ'ic-e IT systems need to be
earthed for electrical safety, for
electromagnetic screening, and in
some cases, for signalling. Tenants
are often given conflicting advice
about the earthing of IT systems by
power, telecommunications, and
computer-systems engineers, each of
whom has a slightly different
perspective and sees an incomplete
picture. In fact, earthing of IT
equipment is relatively
straightforward. Since electrical
safety must be the first priority, IT
equipment usually needs to be
earthed in accordance with the
Institution of Electrical Engineers
(IEE) wiring regulations.

Figure 5.11
Computer-system
earthing

Computer hall and
other equipment rooms

= Power distribution unit
~“ or distribution board

Earth bar in power
distribution unit

Y

Central-processing
unit or front-end
processor

Protective earth in
power cable

To main customer
earth bar

p— grpen > ==

Additional bonding of
cabinet required for
some computers

Earth bar

Power distribution unit

or distribution board

Figure 5.13
Telephone-system
earthing
Telephone systems
require a separate
functional earth,

Rectifier PABX

Ta main customer
earth bar

PABX test jack frame

/earlh bar

PABX functional earth
to each intermediate
distribution frame

To main customer
earth bar

Figure 5.12
Data-cable earthing
Some data-cabling
systems require a
dedicated earth
system.

Data-cable patch

‘panel

Power distribution unit | D e .

41 or distribution board

- LEarth bar in power
| distribution board

To main customer
earth bar




Requirements

Most equipment should have an
electrical safety earth. Desktop and
small office systems will be supplied
with a three-core power cable that
must be fitted with a three-pin plug
and connected to a standard outlet
socket that provides an earth
connection.

Some computer suppliers specify a
relatively noise-free (‘clean’) earth
connection. However, it is difficult
to provide a completely segregated
clean earth system and this should
not be attempted. Instead, the
systems should be connected to the
main electrical earth in the building
using a dedicated 3-core, or for
three-phase equipment, 5-core
power cable, in compliance with the
IEE wiring regulations. This is
shown in Figure 5.11.

Some data communications cables
have a metallic screen surrounding
the signal-carrying conductors. The
purpose of the screen is to minimise
the pick-up of electrical noise, and
also, in some cases, to reduce the
radiation of radio-frequency data
signals from the cable. These cable
screens should be earthed, but the
earthing arrangements vary from
one system to another. Screened
cables must therefore be installed in
accordance with the system
supplier’s instructions. Some cabling
systems work best if their earths are
independent of other earths in the
building, and a separate earth
system for cable screens, connected

© Butler Cox plc 1989
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to the main building earth at a
single point, should be installed as
shown in Figure 5.12.

An earth wire is required for ‘earth
recall’ signalling between telephone
instruments and a private automatic
branch exchange (PABX). PABX
installations have a separate earth
wire from the central equipment to
each riser closet, which is connected
to every telephone. It is important
that this telephone system earth be
kept separate from the electrical
safety earth throughout the
building, except at a single
connection point, which is usually at
the main distribution frame. This is
shown in Figure 5.13.

Reference

Regulations for electrical
installations. 15th edition.
Institution of Electrical Engineers,
1987.
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GUIDETLTINES

Separate earth-recall cabling for
PABXs should be installed in the
communications risers.

A separate earth for data cable
screens should be installed in
the communications risers.

Large computer installations
that require a relatively ‘clean’
(noise-free) earth connection
should be connected to the main
electrical earth in the building
with a dedicated cable that is
part of the main electrical
distribution system.
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External earths and lightning conductors

The earthing of lightning conduc-
tors should be considered as part of

the overall building earthing Figure 5.15
scheme. A typical external
lightning conductor
on an older building
Lightning conductors
Figure 5.14 should be routed well
away from voice- and
data-cable risers.

Electrical-equipment-

; Building structure
room earthing

used as lightning
conductor

The

Quter sheath of main - o .

transformer T

" Neutral point of

transformer seconda

Surge arrestors fitted
x _ where overhead
telecommunications
cables enter building

Earth rod
This s/the most Cross-bonding
important earth between lightning
connection earth rods and main
customer bar
i ol Down conductor on
Main building earth j i ) ) . el
rods - LEntTgEaaR foda Earth rod immediately outside of building,
below down well away from
conductor internal voice, data, or
electrical risers
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In Britain, with its generally high
soil conductivity, it is not necessary
to bury large quantities of copper in
the ground to achieve an adequate
electrical safety earth. The most
important connection is an earth
return path to the Electricity
Board’s transformer. The worst
credible event is a flash-over in a
supply transformer from the 11 or

33 kV line to the transformer casing.

In this event, buried copper alone
will not prevent the building earth
system from rising to a potential of
several thousand volts, but a
reasonable earth return cable to the
supply authority’s transformer
(shown in Figure 5.14) will limit the
rise to a few hundred volts. This
voltage rise will not harm the
occupants since the whole building
will be at one potential internally.

Lightning conductors are usually run

on the outside of buildings, as
shown in Figure 5.15. Sometimes
they are run within building risers.
The latter route is unsafe, since not
only may the lightning arc onto
other internal cables, but the
magnetic field produced by the
lightning current will induce
currents in other cables, which may
cause damage. The British Standard
on lightning conductors requires all
conductors and earths to be bonded
together. Unfortunately, this is
likely to lead, in the event of a
lightning strike, to very high
voltages reaching IT equipment via
its earth.
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There is a risk of lightning striking
communications cables outside the
buildings, whether over- or
underground, if they fall outside the
protective zone provided by
lightning conductors.

Reference

Code of practice for protection of
structures against lightning.

BS 6651. London: British Standards
Institution, 1985.
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Where lightning conductors are
run outside the building, they
should be at least 2 m from
internal voice, data, or electrical
risers.

Any outside communications
cable, including a buried cable
that runs outside the protective
zone provided by lightning
conductors, should be fitted
with a surge arrester.




Heating, ventilation, and air conditioning (1) IT heat

Heating, ventilation, and air
conditioning (HVAC) systems are
installed in office buildings to
provide an acceptable working

environment. IT equipment places 4 Heat gain
iy 2 . 5
additional demands on the HVAC W Office without
system, mainly in the requirement 140 | solar shading
to remove excess heat, but also in '
the need to avoid extremes of low
humidity which can lead to static 129 I
build-up.
In city centres, where it can be W 17 Gfice il FRaLpIEIg o]
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Heat gains in two

typical office
buildings in Europe
Heat from IT and
office equipment is
only a part of the
excess heat to be
removed.
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Current sitnation

In older buildings, only heating was
provided, and this was most
commonly achieved by circulating
hot water through radiators. Fresh
air was provided simply by opening
windows. More recently, the
emphasis has switched from heating
to cooling, because of the use of
large sealed windows, and the
installation of inereasing amounts of
IT equipment. So far, the solar gains
have been more significant, but as
shown in Figure 5.17, the heat gain
can be reduced by providing
external shading, in the form of
projecting sunshades, blinds, or
some more advanced technology
(the term ‘intelligent skin’ is
sometimes used).

The deployment of IT systems has
already increased the heat gain by
as much as 10 W/m? in many
buildings. In the admittedly atypical
case of financial dealing rooms, the
heat gain may be as high as

75 W/m?,

Future requirements

Occupants should demand high
adaptability in their HVAC systems.
The systems should be able to
provide satisfactory working
conditions even when the nature
and amount of IT equipment
changes. This adaptability can be
provided in a variety of ways. In a
chilled water system, the pipes may
be made larger than required
initially, at modest cost. Additional
heat loads may then be met by

© Butler Cox plc 1988

T —r e T

W w9 W

adding cooling units, as necessary. If
these heat loads are moved, the
units may be turned off, or even
relocated.

Designers should consider two
factors, in particular:

IT heat dissipation: As discussed on
pages 5.04 and 5.05, the power
requirements, and therefore the
heat output, of office IT systems are
likely to increase progressively
towards a maximum several times
higher than today’s levels. In many
offices, however, this increase will
not be a steady progression as the
balance between workstations and
central computers moves to and fro
(as discussed on page A.06).

IT systems are not the largest source
of heat within the office but they
may be the largest sources in
particular areas. IT systems will be
the most uncertain element since
other elements are functions of
location, building structure, and
lighting design, all of which are
known during fit-out.

Serviceability: As IT becomes more
vital to the normal functioning of
organisations, the cooling systems
also become more vital. It will
therefore be more and more
important to ensure that these do
not fail. HVAC systems should be
designed with some redundancy in
the primary plant and circulation
components.

I T DA [V [

References

Traffic noise and overhealing in
offices. BRE 162. Watford: Building
Research Establishment, 1979.

CIBSE guide: design data: internal
heat gains. Volume A, Section A7.
London: Chartered Institution of
Building Services Engineers, 1986.
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The HVAC systems should cope
with the heat dissipation implied
by the power planning numbers.

The HVAC systems should be
able (possibly by physical
adjustment) to maintain
acceptable conditions following
any of the following equipment
moves (providing that the total
heat dissipation remains within
the design limit):

— A 1 kW workstation in any
office of 6 m?

— A 1 kW printer in any office
of 25 m?%

— A 2 kW photocopier or
similar machine in any office
of 100 m?.

The HVAC central plant should
be designed on a modular basis
to provide flexibility.

The HVAC systems should
include sufficient redundancy to
ensure that cooling for all the
computer-room and communi-
cations-closet equipment, and at
least 66 per cent of the office
equipment, can be restored
within 30 minutes following any
failure of a single HVAC
component.
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Heating, ventilation, and air conditioning (2) Local control

The function of an HVAC system is

to maintain the physical

environment within certain specified

limits, most usually of temperature,
fresh-air flow, and occasionally,
humidity. The HVAC system is
dynamically controlled in response

to measured or calculated conditions

in the building. In most office
buildings, the HVAC control zones
are too large; often, the HVAC is on
or off for the whole building at
once. As a result, the building is
uncomfortable to work in outside
normal working hours, and within
working hours when solar gains
affect one area more than another.

Figure 5.18

A typical office
interior

The penetration of IT
equipment is reaching
100 per cent in some
offices.

A T

Figure 5.19

An office layout
showing places where
additional IT
equipment may be
introduced in the
future

HVAC systems need
to be adaptable
enough to cope with
‘hot spots' created by
introducing additional
IT equipment.
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Future developments

The past few years have seen a
progressive extension of working
hours. In many offices, staff may be
found working earlier, or later, or
over weekends, either to meet
deadlines or for their own
convenience. These habits are likely
to grow more common, especially as
the use of word processing and
electronic mail replaces the need for
secretaries and meetings. At the
same time, there are likely to be
mounting pressures to maintain, or
improve, the quality of the office
environment. These pressures will
come from staff and, less certainly,
from government.

In some parts of northern Europe,
there are already laws requiring
every office worker to have his or
her own window, individual control
over lighting, temperature, and
ventilation, and even the ability to
open the window. While there
seems no immediate prospect of the
adoption of such laws by the British
government, both the example set in
European offices and the desire to
raise working standards through the
European Community are likely to
have some impact. This impact is
likely to become effective only
slowly, but may be significant over
the life of the HVAC systems being
installed today.

Some recently completed offices
already provide control at the level
of offices or individual work areas.
This may be provided in the form of

© Butler Cox plc 1989

direct control of the apparatus, or
infra-red control units, or via the
telephone and a link to a building-
management system.

It should be possible to provide staff
with satisfactory working conditions
outside normal working hours,
without excessive costs. This can
generally be achieved by providing
separate HVAC controls for each
floor, or for smaller areas where the
floors are particularly large.

The requirements for smaller control
zones, and the savings available
from integrated energy
management, indicate a need for an
integrated building-management
system in all but the smallest office
buildings.

Reference

Code of practice for design of
buildings: venitilation principles
and designing for natural
ventilation. BS 5925. London:
British Standards Institution, 1980.

Venlilation requirements. BRE 206.
Watford: Building Research
Establishment, 1981.
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The HVAC system should:

— Provide economical partial
operation out of normal
working hours and at

- weekends.

— Provide control for each
individual office or small
group of desks in open-plan
areas.




Building control cabling
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A diagram showing
how office telephone
equipment can be
used for local control
of lighting and HVAC
A link between the
PABX and the
building-management
system enables the
individual user to
control his
environment without
loss of central
monitoring or pre-

_____ e ¥ emptive control.

A variety of building control
systems, relating to power, lighting,
HVAC, access control, surveillance,
and emergency procedures, may be 1 r
found in office buildings. In most - =
cases, these systems are not
integrated, and each runs on
dedicated cabling.
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Current situation

The various elements of building
management have developed
independently because of their
differing origins and requirements.
In each area, there is a mixture of
common and proprietary standards,
as a result of which equipment from
different suppliers is often unable to
interwork fully.

Recently, the belief has grown that,
in the future, ‘high-tech’ or
‘intelligent’ buildings will become
economically viable and widespread.
A common theme of these concepts
is the complete integration of all
information and control systems
including those that support the
occupier’s business.

Business-oriented systems
Business-oriented systems will
generally be controlled by the
tenant. They should not be
integrated with building-oriented
systems because:

— The point of delivery is different
(that is, they need to be
delivered to desks rather than to
plant rooms and other building
spaces).

— They are subject to frequent
changes in response to changing
business requirements.

It may, however, in owner-occupied
buildings, be possible to link these
systems in order, for example, to
provide telephone access to the
public address system, to use the

© Butler Cox plc 1989
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telephone as a control device for the However, there are, at present, very
HVAC and lighting, as shown in few suppliers of integrated systems.
Figure 5.20, or to provide user

access to facility management

systems.

Some owner-occupiers may benefit
from the use of common
components in their building- and
business-oriented cabling systems.

Building-oriented systems

All building-oriented systems are
linked quite closely to the structure
and services of the building and
should therefore be treated as part
of facilities management. In the case
of a landlord-operated building, it is
often appropriate for the landlord to
take responsibility for these systems.

Building-oriented applications
include heating, ventilation, and air
conditioning (HVAC) plant controls,
fire alarms, security, public address
systems, and automatic lighting
controls. (In some cases, these may
be related to a campus rather than
to a single building.) Building-
oriented systems are often designed
and implemented separately. The
benefits of integrating these systems
include:

— Lower energy and water costs.
— Better information during fires.

— More appropriate responses to
changing circumstances and
patterns of use.

In the future, these advantages will
outweigh the advantages of
procuring discrete subsystems.
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The cabling needed for building-
oriented systems, such as
energy-management systems,
public address, and security,
should be part of the building
design and should be installed
by the developer.

At least in multi-occupied
buildings, the cabling for
building-oriented systems should
be maintained by the landlord.

4



Voice and data cabling

Voice and data cabling is required
to support business-oriented
systems. It may include telephony,
data communications for terminals,
personal computers (PCs) and
workstations, electronic mail,
facsimile, and teleconferencing.

Figure 5.21

A DECconnect
faceplate

Separale sockets are
provided for voice,
video, terminal
support, and Ethernet
communications,
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Figure 5.22

Cabling distribution

zones in a typical
office building
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Telecommunications
closets

Floor boxes
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Current situation

Organisations vary greatly in their
approach to telecommunications.
For instance, they require different
levels of availability, leading to
different relationships with their
suppliers, and they also use
different computing and
communications architectures,
which often lead them to install
different kinds of building cabling.
Because of these differences,
developers rarely install voice
cabling, and almost never any
cabling for non-voice services.

Business-related telecommunications
are only loosely linked to the
building, but are quite strongly
linked to the business and to its
other IT systems. Computer data
transmission exists largely as an
adjunct of computer systems, and
this is so even when the data
network is operated as a separate
utility. Applications such as
electronic mail and electronic data
interchange (EDI) depend at least as
much on the compatibility of data
formats as they do on networking,
and each is increasingly closely
linked with other computer
applications.

Future requirements

Voice systems are usually supported
by copper cables installed in a
standardised star configuration. It is
reasonable to plan on the basis that
this will continue, although
multipair riser cables may be
replaced by fibre in some cases.

© Butler Cox plc 1989
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Schemes such as AT&T's Premises
Distribution System (PDS), BT's
Open Systems Cabling Architecture
(OSCA), DEC's DECconnect, and the
IBM Cabling System (ICS) define the
cables that should be used in both
the primary and secondary
distribution, as shown in

Figure 5.22. Electronic interface
units (known as ‘baluns’ or
convertors) are used to enable a
wide variety of IT equipment,
including terminals, PCs,
workstations, printers, and faecsimile
transceivers, to operate over the
specified cables. With these
schemes, the choice of cable is not
determined by the architectures and
protocols used by the attached IT
equipment.

Therefore, voice and data cabling
schemes can both now be treated as
building utilities.

At present, there are a number of
proprietary cabling schemes, but no
common standard. This difficulty
has not been resolved in the draft
(North American) Electronic
Industries Association (EIA)
standard, which defines three
different kinds of copper cable for
horizontal distribution rather than a
single type.

The IT industry is, however,
converging on a single standard for
optical-fibre cables. This will serve
to define a single, widely accepted,
standard for communications
‘cabling’. A cabling scheme installed

to this standard would form a
building utility, and this is likely to
become economically feasible in
some buildings within the next five
years.
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Telecommunications cabling
should be installed during fit-
out. In the case of a ‘shell-and-
core’ development, responsi-
bility for this stage will naturally
fall to the occupant.

Where the developer controls
the fit-out, he should liaise with
the first occupant, and
especially with that occupant’s
IT department.

If no initial occupant has been
identified, the developer should
follow the guidelines given in
Chapters 6 and 7.
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Security

Security systems are used for
surveillance and to control access to
and within a building. Systems
include closed-circuit television for
internal and exterior surveillance,
intrusion detectors, security
gateways, and identification cards.

Figure 5.24

A typical CCTV
camera for security
surveillance

Figure 5.23

Plan of an office
building showing
tvpical security zones
and security-control
office

Security zones should
be considered when
planning circulation
routes.

Zone 1: Lobby
Zone 2: General office area
Zone 3: Security office

Zone 4: Machine room

Entrance
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Current situation

In the design of many existing office
buildings, little attention has been
paid to security. In practice,
therefore, it has been necessary to
add security measures, such as those
listed in Figure 5.25, after
occupation and in response to
changing circumstances.

Most. computer users have already
recognised the potentially disastrous
consequences of damage to
mainframe systems. The corruption
or theft of business data could
create severe embarrassment to an
organisation and might damage its
business performance. They have
therefore introduced tight security
in that area. (This point is discussed
further in connection with
computer-room design.) The
requirements for computer-suite
security are unlikely to decline. The
security required will usually
comprise access controls, and
surveillance from both the computer
suite bridge and the site security
office. Some computer-suite security
measures are listed in Figure 5.26.

Organisations have, however, been
slower to recognise the risks
associated with personal and
departmental computers. Personal
computers (PCs) are themselves
valuable, and attractive to thieves.
In addition, both PCs and
departmental computers are now
used to run important business
systems that might previously have
been developed for mainframes.
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There are trends for PCs to have
their own hard discs and to use
shared file servers for their data. In
both cases, the discs themselves will
be in the general office areas, or
perhaps in small equipment rooms,
rather than in the main computer
centre, These trends in IT will
require better security to be
provided to office areas generally,
and to small departmental computer
rooms.

References

Goldblum, Edward. Computer
disasters and contingency planning.
London: Amdahl and Butler Cox,
1982.
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The building should provide a
basic security system, controlled
from a central security office.




Chapter 6 Fitting out the office

Information technology affects
office space requirements, and the
design of functions and fittings. An
important design consideration is
the density and positioning of
service presentations, the points at
which staff can gain access to IT

services. The trend towards 1 Figure 6.1
installing an intelligent workstation Influences on office
at every desk is leading to a scenery
proliferation of structured cabling / Office scenery is
systems, for which a space T 6 g 2] :ét’f "i:fg Eile
allowance can be made per i requi?emenls it
presentation. Although copper \ l privacy, acoustic
cables to the desk will begin to give | isolation, security, and
way to optical fibres in the 1990s, Uplighters E J SUECL,
precabling with optical fibres in s Biopien !
secondary distribution is unlikely to Y i
be economic today. Finally, the use Acoustic isolati :
of VDUs in offices has changed Z kel EH-‘\ Personal contral of
significantly the requirements for f environment
office lighting.

[ Cellular partition
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Space-planning problems
Space planning — approaches to space

Office furniture and finishes

Service presentations (1) Density

Service presentations (2) Nature 6.06
Secondary distribution (1) Requirements for cable space

Secondary distribution (2) Cable routeing 6.08

Secondary distribution (3) The choice of cable

Lighting 6.10

© Butler Cox pic 1989




Space-planning pr

Space planning is the process of
designing or selecting and
configuring furniture, carpets, wall
coverings, and lighting to meet a
particular occupier’s requirements.

Figure 6.2
i et A typical programme
Structural modifications " 27 ; e - _ forlfming out an office
Sl B A R . . : . Voice and data cabling
High-level mechanicaland AIC | . , , activities should be
ical ' ' ' ' = : included in the fit-out
- programme.
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Design options

At one extreme, the landlord fits
out the building before knowing the
identity of the occupant, and the
occupant moves existing furniture
into otherwise completely prepared
offices. At the other extreme, the
occupant takes the building at the
‘shell-and-core’ stage and finishes it
from that point. In the first case,
many of the important fit-out
decisions have been made by the
developer and the occupant
independently of one another. In
the second case, the decisions are
taken together during an extended
fit-out stage.

Interiors are best designed on behalf
of a particular occupant because:

— Their character and culture can
be considered by the planners.

— The specific requirements of the
occupant can be met.

— QOver-provision can be avoided.

The dilemmas
Interior design presents several
dilemmas:

— The best results are obtained
when the working groups to be
accommodated are known.
However, the results may not be
suitable for other working groups
that will subsequently use the
space. Large organisations are
therefore often obliged to design
to fixed standards, and then get
workgroups to accept the resulf.

Office space is expensive, but
staff do not generally like to be
crowded together.

Staff like to be free to move
their desks, chairs, and any other
furniture within the space
allocated to them. However, if
desks are fixed, lighting and
service distribution can both be
improved, and at lower cost.

Open-plan offices provide
economies in space, lighting, and
air conditioning, but staff
generally prefer cellular offices
or offices that accommodate
small groups.

Staff generally prefer to have
personal control of their
environments. Conceivably, these
desires may be backed by
legislation in the future (as has
already happened in some other
European countries). This is most
easily achieved in cellular offices.
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Interiors should be designed to
be used by a specific
organisation, but not with
particular working groups in
mind, unless their requirements
are incompatible with normal
office practice (for example,
financial dealing floors, or
laboratory clean rooms).
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Space planning — approaches to space

Figure 6.3

A typical office layout
showing open-plan
space and several
sizes of cellular
space

Small open-plan area

Office layouts usually
include a mix of
cellular and open-plan
space. If flexibility of
layout is to be
maintained, the
electrical, voice, and
dala services
designers must be
informed of the
degree of flexibility to
be achieved.

Cellular offices

Cellular
offices

(ﬁ’

=
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Figure 6.4

An office interior
capable of providing
individual cellular
space

Figure 6.5

An office interior
providing mostly
open-plan space

Figure 6.6

An office interior
arranged as a trading
floor
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Different approaches will be needed
depending on the nature of the
space to be planned and the stage at
which the space planner becomes
involved. The options might range
from cellular offices, to open-plan
areas to be divided into cells by
furniture, to genuine open-plan
spaces,

In each case, the space planner
must take account of the
requirements of the IT systems for
services, and of their implications
for the design of furniture, finishes,
and lighting. Because space planners
and IT planners have little
experience of working together, the
occupant’s management will often
have to take responsibility for
seeing that there is collaboration.

Cellular offices, such as those shown
in Figure 6.4, are the easiest to deal
with. There is often perimeter
trunking through which services are
provided to the office. The
distribution of cables within the
office may be achieved by loose lay
around the periphery of the office,
or via wall conduit, or using cable
management in acoustic screens (if
the office is big enough to warrant
their use).

Open-plan offices, such as those
shown in Figure 6.5, are the most
difficult to deal with. In some cases,
the open-plan area is used purely
for dividing into cells. The
individual cells are divided by
systems-furniture partitions that
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may, in practice, be quite difficult
to move (especially if they are used
for service distribution). This is best
viewed as an alternative means of
producing cellular space, although it
shares with genuine open plan the
advantages of economies in lighting
and cooling, and flexibility in re-
organisation.

If the open-plan area is intended to
be used with a higher degree of
flexibility, it is still worth
considering the use of a fixed
layout. Both the initial and
operating costs of the facilities can
be reduced significantly if layouts
are fixed during fit-out. This has
been proven to be acceptable in a
wide variety of cases. In many of
these cases, fixed layouts were not
the first choice of either staff or
management,.

If the fixed layout is acceptable,
space planners may:

— Choose the office furniture and
interior decoration to
complement one another.

— Choose a density of service

presentations fixed by the layout.

— Place the lighting to illuminate
the work surfaces and avoid
reflections in VDU screens.

Otherwise, they must plan for a
higher density of presentations,
probably delivered via an access
floor, and they may need to allow
for supplementary task lighting.

@ w W W
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The approach to space planning
should be defined before the
distribution of services is
designed.

Wherever possible, the potential
distribution of cellular and open-
plan space should be defined at
an early stage of fitting out.

There should be an IT input to
interior design, provided either
by the occupant’s information
systems department, or by
consultants, or both, to enable
the designer to take full account
of the IT aspects.

Wherever p:ossible, office

- layouts should define the

location of desks (although there
need not be people, or even
desks, in all such positions at all

times).




Office furniture and finishes

ffice furniture and finishes
includes carpets, curtains, wall
coverings, and all office furniture
and non-IT equipment.

Figure 6.7 Figure 6.8
Traditional furniture Modular furniture
designed for use in designed for use in Figure 6.9
cellular offices open-plan offices Modular furniture
hung from screen
partitions for use in
open-plan offices
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As IT is used more and more in
offices, so office furniture is
required that can both support the
equipment and carry services to it.
With the proliferation of
workstations, lighting must be
designed to avoid the problems of
glare on screens. This affects the
choice of colours, textures, and
materials for carpets, screens, and
wall coverings. The advance of
voice recognition and its integration
into office workstations increases
the importance of acoustics and may
favour cellular over open-plan
layouts. This will also affect the
choice of textures and fabrics used
in offices.

Office furniture must meet a variety
of needs and is subject to many
disparate influences, both aesthetic
and functional. The main
requirement here is for design by
multidisciplinary teams. The design
team should produce a mock-up of
its design showing size, appearance,
service delivery, and lighting, for
evaluation by users, facilities
managers, and the project team.

Furniture systems should be selected
to allow for the quantity of cables
and the size of the plugs that need
to be passed through the cable
ways.
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The design team should build a
mock-up of the office space in
order to test the practicality of
the design, and to obtain
constructive comments from the
potential users.
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Service presentations (1) Density

A service presentation is the point
at which staff may obtain access to
a service. The main services are
data communications, voice
communications, and power, but
staff may also have some measure
of control over their local
environments. The density of
presentations is the number of
presentations divided by the net
lettable area (NLA) that is served by
them.

Figure 6.10

Access floor with
nomadic floor boxes
Maovable (nomadic)
floor boxes permit a
lower density of
service presentations.

2.4 m

TS S T ) Spmengereera |

Power track and
voice/dala cables

o T of T A Vo P

Figure 6.11

Typical screed-depth
trunking layout

showing floor-trap ﬂ.
positions and s

Floor trap

A rigid screed-depth
trunking system
requires a very high
density of outlets to
provide presentations
to suit different
furniture layouts and
avoid trailing cables.

o b

Shared office

furniture layout
ﬂ i
e
| SR

Underfloor connection
points on a 2.4 m x
3.0 m grid

o

3.0m

Floor traps mounted
on movable floor tiles

o Ty AT A T =

Screed-depth trunking

Corridor

Figure 6.12

Service presentation
densities

A very high number of
service presentations

is needed if the flexibllity
of an open-plan office
flooris to be
maintained.
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Current situation

The density of service presentations
varies considerably, and is often
inadequate, especially in open-plan
offices. It is usually expressed on a
per person basis, reflecting
assumptions about the number of
people who will occupy the office.
These assumptions often prove to be
incorrect when the office is
occupied, and sometimes even
before.

Considerations for the future
The main consideration is the
density of presentations. It is
convenient to have enough
presentations so that there is always
one within reach. However, if the
staff are to be free to move their
desks where they choose, a large
number of presentations will be
required, perhaps as many as one
per 4 m? of NLA. (Given the
expense, especially for an office
that is planned to provide 8, 10, or
even 12 m? of area per person, this
is not often done.) Lower densities
result in trailing cables or
restrictions on the positions of
desks.

Floor plans for access floors with
nomadic tiles and with screed-depth
trunking are shown in Figures 6.10
and 6.11. The way in which the
required service density depends
upon the nature of the space and
the service distribution system is
shown in Figure 6.12.
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G UIDELINES

In cellular and fixed-layout
open-plan areas, the number of
actual presentations may be
restricted to the number of
desks, plus an allowance of

20 per cent for shared
equipment.

In open-plan areas, the outlet .
density should be set according
to area; one presentation per

6 m? of NLA will be appropriate
if the presentations are
movable, and one per 4 m® if
they are not.
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Service presentations (2) Nature

Figure 6.13
A typical floor-box
service presentation
Despite their
limitations, floor boxes
are the most
commonly used type
of service presentation
in new buildings.

Desk power

PABX extension

; ) ki
Direct telephone line LR e

PABX extension

Direct telephone line

= = (= =

Figure 6.14
A service presentation
in furniture
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Current situation

In the past, a variety of forms of
presentation have been needed
because of the many different
cables and local communications
systems, Now, the tendency is to
provide a single point of
presentation for power, voice,
and data. In cellular offices,
presentations are often wall-
mounted. Because this is not
possible in open-plan offices, a
variety of means have been used
instead, including access boxes in
the floor, columns, and ceilings.
None of these has won universal
approbation. The moves towards
structured cabling schemes will
reduce the need for such a variety
of forms of presentation, and the
move to optical fibre will reduce it
further.

Future requirements

Utility power (for coffee machines,
cleaning equipment, and so on) is
generally needed in or near
circulation spaces. Generally, data
and voice services are not required
in conjunction with utility power
although there may be some needs
for data and voice service in
circulation spaces. Other services
are generally required at the user’s
desk, and all services are likely to
be needed at each presentation. The
ideal presentation is therefore one
that is closely associated with each
desk. This has been impractical in
the past because of the complete
separation of furniture design from
service planning. However, the

© Butler Cox plc 1989
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increasing use of IT, with its
numerous cables, has brought about
a change of practice, marked by
‘cable-management furniture’.

The direct termination of voice,
data, and power cables in
presentations mounted on the desk
has several disadvantages:

— The installation of new cables is
more troublesome than
conventional arrangements.

— Desks cannot readily be moved.

— The cables connecting the
equipment to the presentations
are often longer than necessary
and create clutter on the desk.

Good solutions to this include:

— Furniture systems that include a
separate service beam that
carries the cables, and that is not
moved until the office is
refurbished. Changes in
requirements are accommodated
by changing work surfaces and
their associated storage units.

— Spaces at the rear of the work
surfaces into which excess cables
can be dumped.

w W e W ¥

GUIDEILINES

The following service outlets
should be provided at each

presentation:
Minimum
tolerable  Best
Power 1 6
Data 1 2
Telephone 1 2
Fibres 0 2

Cable dump space should be
associated with each desk.
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condary dist

yution (1) Requirements for cable space

6.07

The secondary distribution of
services is the means used to carry
services from the building risers to
the places where they are needed.
In the case of power and
telecommunications, this will
generally be at or near desks.
Lighting and environmental control
systems are sometimes accessible
from individual desks.

Figure 6.15
Horizontal cable
space for each
potential workplace
A space of 30 mm x
10 mm will often be
sufficient for data and
voice cabling to each
workplace.

Two
lelephone
cables | Reserve
space
One large Fibre
nen-voice cable
cable
- 30 mm
=y =y Ry e = = = | ¢ T g r~r

10 mm

A floor of 500 m? is served by one
teleraommunicationsl closet,

Space is allocated for voice and data cabling
before the cabling schemes have been chosen.
We assume that there will be one presentation

per 6 m* NLA,

Voice:
167 cables @ 25 mm’
Add 50% for rewiring

Nonwvoice:

83cables @ 100mm?
New system: 83 cables @ 50 mm?

Installation allowance @ 50%

Total cross-section of voice and

data cable ducts at entry to closet

Area (mm?)

4,200
2,100

8,300
4,150

18,750
9,400

28,150




Current situation

Power and telephone wiring are
installed during fit-out. Until
recently, other wiring was installed
at this stage only to meet definite
needs, and cable installation often
continued over the life of the
building. As developers and others
have appreciated, the increasing
quantity of IT systems and their
associated cables is an important
consideration for building design.
Even so, some new buildings still
provide inadequate space for this,
especially in the area where the
cables from the horizontal
distribution enter the
telecommunications closet.

Future requirements

The space needed for horizontal
cabling will be determined by the
nature and density of the service
presentations, as discussed
previously. As shown in Figure 6.15,
the space required will exceed that
needed for the initial cabling
because rewiring will be needed
eventually, and because it is
impractical to fill trays or ducts
more than about two-thirds full.
Further space, not covered by these
guidelines, will be required for
electrical power distribution.

Voice communication

In most offices, the majority of staff
require a single telephone, although
some may need a separate direct
line. An area of 25 mm?® is sufficient
for each telephone cable, and it is
good practice to allow enough space
for two per presentation.

Bl
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The trading floors of financial
institutions generally provide each
dealer with many speech circuits.
These requirements are specific to
the financial sector, and depend
upon the dealerboard system
adopted for the trading floor. They
are not therefore considered in this
handbook.

In the future, less space will be
required for voice-only cables
because:

— The Office of Telecommuni-
cations (OFTEL) is likely to
permit schemes that integrate
private automatic branch
exchange (PABX) and network-
services wiring.

— More advanced telephone
switching equipment will make it
possible for an intelligent
telephone and PABX to replace a
large number of directly wired
circuits.

The space for a single telephone
cable should be sufficient for
recabling.

Non-voice requirements

As discussed in Chapter 2, the trend
is to install an intelligent
workstation on every office desk
over the next five years. Each
workstation will require a
communications link to other
workstations and to other IT
systems.

The development of IT will lead to
the introduction of new services
that will have to be delivered to the
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desk. In the past, service and
equipment suppliers have used their
influence to encourage users of their
services and equipment to install
their own cables. This is now
changing for three reasons:

— The major IT suppliers are
moving away from proprietary
cabling schemes, and several
have developed schemes that can
support a wide variety of devices
and local area networks (LANSs).

— Minor IT suppliers are
increasingly building equipment
that can operate over the
emerging ‘universal’ cabling
schemes.

— The suppliers of certain financial
information services are
increasingly offering their
services over standard cabling
systems and local networks.
Although tariffed at a premium,
it is inevitable that the margin
will disappear in time.

It is now possible to install
structured cabling schemes that will
meet the large majority of
communications needs for the next
five to ten years. Beyond that time,
a growing proportion of users will
require optical fibres, so sufficient
space should be provided at the
outset.

Today’s structured cabling schemes
vary considerably in their needs for
space. The most compact require
only 256 mm? of cabling route cross-
section per presentation. The least
compact require about six times as
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much. If the nature of the initial
structured cabling scheme is known,
the space requirement may be
calculated. If it is not known, an
allowance of 100 mm? per
presentation should be made.

Cabling systems are likely to become
more compact in future, and it is
reasonable to allow 50 mm?, or

50 per cent of the initial
requirement, whichever is the
greater, for a future system. Since it
is impractical to fill a duct or tray
with cable, a further allowance of
50 per cent should be made. If
space for voice and data cables must
be reserved before the approach to
cabling has been decided, an
allocation of 5,600 mm? per 100 m?
of NLA should be made, as shown
in Figure 6.16.
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Secondary distrii)ution (2) aable‘ routeing‘n

The secondary distribution of
services is the means used to carry
services from the building risers to
the places where they are needed.
The cables may take a variety of
routes including under the floor,
over a false ceiling, through
perimeter trunking, and through
furniture. In practice, a mixture of
these routes is often best.

Figure 6.17

Office using Sunar
Race furniture system
with partition screens
between desks
removed for clarity
The Sunar Race
furniture system
provides beams for
power, voice, and
data cables.
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Dado trunking

Skirting trunking

Under-carpet cable

\

i

Tray in the ceiling
void and vertical poles

Screed-depth trunking

—

Figure 6.18
Horizontal distribution
alternatives

Where access floors
are not available,
alternative methods
may be used.
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The routeing of cables is rarely a
problem in cellular offices, since the
walls provide a variety of horizontal
and vertical routes, and ceilings can
also be used. Open-plan offices with
shallow space are also often
straightforward: cables can be
distributed along the outside walls
and carried into the rest of the
space through systems furniture.

Deeper open-plan areas are more
difficult, especially if the occupants
require complete flexibility in the
positioning of desks. Many modern
office buildings provide access floors
to contain the cabling for these
areas. The use of access floors is,
however, expensive — typically
£30-60/m* — and is not a panacea.
Access to the floor void is often
difficult, owing to the presence of
people, furniture, and equipment on
the floor, and the fact that several
carpet tiles need to be lifted for
each floor panel.

Cables must, of course, pass through
the false floor, and this is generally
arranged by terminating the
secondary cables in a service access
box in a floor tile. These boxes can
give problems. They tend to trap
(and cut) cables, they are often too
small to accommodate plugs with
projecting cables, and even when
the floor has been designed to allow
the boxes to be moved, the process
can be quite slow. Nor do access
floors and service boxes solve the
problems of tertiary cabling — the
cables connecting the parts of a

© Butler Cox plc 1989
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user’s workstation to each other and
to the service access box.

Raised access floors give the
greatest flexibility but have
disadvantages. As discussed on

page 6.03, approaches based on
fixed desk positions can be achieved
without the use of access floors.
Such approaches are generally
preferable, provided that
management is prepared to accept
the loss of flexibility.

Power cables may induce electrical
noise in communications cables. For
this reason, as well as for reasons of
electrical safety, they should be
routed separately.

Analogue telephony cables carry
ringing currents and signalling
pulses that may cause interference
with data communications systems.

Reference

Code of practice for electrical
systems in office furniture and
office screens. BS 6396. London:
British Standards Institution, 1983.
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GUIDELINES

Access floors should be used
where a high degree of
flexibility is required in a deep
open-plan area.

Access floors should have a void
depth of at least 120 mm. In
cases where a telecom-
munications closet serves a floor
area of more than 500 m?®, an
increased void depth of 150 mm
or 200 mm may be required.

Communications cables should
not share undivided ducts or
trays with power cables.

Data communications cables
should be separated from
analogue telephone cables by
either an electrical screen or a
distance of 50 mm, '




Secondary distribution (3) The choice of cable type

Many types of cable are used in
horizontal distribution. The
introduction of structured cabling
schemes has reduced the variety by
allowing one cable to support
several kinds of network, as shown
in Figure 6.19. The structured
cabling systems available from
different supplies each have their
own set of installation rules and
cannot easily be interconnected on
any one site. There is no definite
guide to, and only limited agreement
on, the fire-safety aspects of
communications cabling.

Some progress has been made on

the standardisation of copper cables .

by the (North American) Electronic
Industries Association (EIA). As
shown in Figure 6.20, the EIA has
specified an approach to building
cabling that defines topology and
maximum cable lengths, while still
allowing three choices of copper
cables. In effect, the standard
endorses the three kinds of cable
that are most widely used in North
America.

Figure 6.19
Structured cabling
concept

Structured cabling
systems are based on
the use of a single
type of horizontal
cable that can be
patched to support a
wide range of
intelligent workstations
and single-function
terminals

LAN server

Single-function
terminal controller

Patch cables

Intelligent workstation

Single-function
terminal ____

m Spare socket

Horizontal cables

6.09

m 'io;:al' patching frame to
tati exceed 90 m-in length.
more of the following cables should be:

m unshielded twisted-palr

 is based on that.
1 cable.
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Future requirements

Copper cables have been the
standard means of delivering
services in the office in the past,
and they will continue to meet most
users’ needs for the next five to ten
years. Copper cables are, however,
beginning to be challenged by
optical fibres, which will be
required for some workstations from
1995, and for significant numbers
from the year 2000, and by radio
and infra-red systems.

Optical fibres

Optical fibres have many advantages
over their copper counterparts,
including small size, low weight,
immunity to electromagnetic
interference, resistance to tapping,
and enormous bandwidth. Fibre
cables are especially attractive in
refurbishments, where cable space is
limited. Although the fibre cables
are inexpensive, their installation
and termination requires more time
and more highly skilled staff. They
also require more complex
electronics at each end. Fibre-based
systems are therefore usually more
expensive than systems based on
copper cables, although for high-
speed communications, this will
cease to be true in time.

Although fibre standards are still
immature (work is proceeding in the
EIA, the European Computer
Manufacturers’ Association (ECMA),
and the International Standards
Organisation (IS0O)), the installation
of multi-mode glass fibre of either
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50- or 62.5-micron core diameter is
likely to meet the overwhelming
majority of actual requirements.

From about 1995 (sooner in some
organisations), there will be a
progressively increasing requirement
for optical-fibre cables to the desk.
One way of preparing for this need
is to install ‘empty tubes’ to the
desks through which fibres can be
blown when needed. This approach
means that a large part of the
installation cost can be deferred.
(Figure 6.21 shows the
characteristics of BT’s blown-fibre
technology.) In addition, this
approach leaves open the number of
fibres that should be provided to
each desk.

Although attractive financially,
blown fibre has three disadvantages:

— The technology is new and not
yet proven in long-term use.

— It is currently available only from
a single supplier.

— The space occupied by the tubes
is unavailable for other uses.

Radio communications

Radio systems have been used for
many years for paging and ‘walkie-
talkies’. Cordless telephones are
widely used in homes but their
restriction to just six frequencies
makes them unsuitable for office
use. The second-generation cordless
technology (CT2) is likely to be used
as the basis of new ‘cordless
PABXs’. All radio systems suffer
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from a shortage of bandwidth,
possible interference between
transmitters, and screening by metal
building components. They are
currently more expensive than
wired systems.

Fire resistance

The United Kingdom has no
generally accepted tests for the fire
resistance of communications cables.
Cables in air plenums present a
particular risk, unless they are
installed in their own conduits, since
any smoke from burning cables will
be distributed very quickly. Low-
smoke cables should be used to
avoid this. (Ordinary PVC cables can
be used in computer-room-floor
voids, providing that the air
circulation is shut down as soon as
smoke is detected.)

References

Premises distribution guide.
Reference 555-400-021. Middletown,
NJ: AT&T Information Systems,
1987.

Open Systems Cabling Architecture:
building planning and design
guide. Reference: TUP 900. London:
British Telecom, 1988.

Commercial building wiring
standard. EIA PN 1907 (Draft)
(especially Chapter 4). Washington
DC: Electronic Industries
Association.

DECeconnect planning guide.
Reference EK-DECSY-CG. 3rd
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edition. Maynard, MA: Digital
Equipment Corporation, 1986.

IBM cabling system: planwing and
installation guide. Reference
GA27-3361. Tth edition. New York:
IBM, 1986.

GUIDELINES

To meet today’s needs and those
foreseen for at least the next
five years, structured wiring
schemes with copper cables will
be adequate.

The distance from the
telecommunications closet to the
presentation should not exceed
90 m.

The district surveyor and
insurers should be consulted
about fire protection of the
cables that are to be installed.

Fire barriers and effective
smoke detectors under the floor
should be considered where PVC
cables or tubes for blown fibre
are to be installed.

If cables are to be installed in

air plenums (other than in their

own conduits), low-smoke cables
should be used.
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Lighting

The use of visual display units in
offices has changed significantly the
requirements for office lighting. A
lower overall level of illumination is
needed for staff to see their screens
clearly and without discomfort. This
reduction makes staff more
susceptible to glare from windows
and lights. In addition, VDU screens
reflect sources of light and brightly

illuminated surfaces, which is both Figure 6.22

irritating and obstructive. Although Overhead lighting of

the need to avoid glare and work surfaces

reflections from screens has been It can be difficult to Fidure desn

well understood for the last decade, gg‘jem.r?;gge af ;fr'f!%?smg ALWak
: ; 3 - umi ng

there are still many off1ces in which reflectad: Into the Uplighters can

computer users are affected by user's eyes by the overcome the

them. VDU screen. reflection problem.
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Glare from windows can be avoided
by constructing offices in deep
space, but most staff would regard
this as an unacceptable price to pay.
External shading and interior blinds
may, however, be used in ways that
are effective and acceptable. Glare
from lights can be avoided by use of
prismatic diffusers. The control of
screen reflections depends on
furniture, decoration, and IT
equipment, as well as on lighting.
Satisfactory results are most likely
to be obtained if the office lighting
and scenery are developed together,
and with regard for the IT
equipment to be used. The use of
visual display units with vertical,
rather than sloped, screens is also
helpful.

The increased use of black-on-white
displays will ameliorate the problem
to some degree, since a black screen
reflects more than a white one.
However, black screens will remain
in use for some years.

Individual task lights may be needed
for those who work with paper in
offices, with the lower overall level
of illumination dictated by the use
of VDUs.

References

Code for intertor lighting. London:
Chartered Institution of Building
Services Engineers, 1984.

Lighting for visual display unils:
techwical memorandum 6. London:
Chartered Institution of

Building Services Engineers, 1981.
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Framework for colour coordination
Jfor building purposes. BS 5252,
London: British Standards
Institution, 1976.
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GUIDELINES

The lighting, space, furniture,
and partitions should be planned
together to provide an even
distribution of light, reduce
glare, and eliminate the
reflections of lights on visual-
display-unit screens.

The lighting should comply with
the CIBS Code for Interior
Lighting, and Technical
Memorandum 6.



Chapter 7 Fitting out mforma on technology service spaces

The major spaces allocated to IT
equipment that have to be fitted out
within the building are the frame
room, computer suite,
communications risers, and
telecommunications closets. Each
space has specific needs for
security, lighting, electrical power
provision, cooling, and fire
protection.

Plant
S
Telecommunications i Telecommunications
closets *-\-\__ closets
Chillers
A Generator UPS
Electrical switch room
Figure 7.1
Section of a typical
office building
showing IT service

spaces

IT requirements
influence the space
required for
generators, UPS, and
HVAC plant as well as
determining the space
for computer and
telecommunications
equipment,
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The frame room

Computer suites (1) Organisation of the computer suite

Computer suites (2) Fire precautions

nputer suites (3) Firefighting systems
Primary distribution spaces
Choice of backbone communications cabling

Telecommunications closets
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The frame room is the room
containing the main distribution
frame for the building. The frame
room should be seen as part of the
building cabling rather than as part
of the systems attached to it. Frame
rooms were described on pages 4.06
and 4.07.

9.5m

e

Doublesided — |
termination frames —|

Figure 7.2

A typical frame-room
layout

Frame rooms usually
house passive
equipment for
terminating and
interconnecting
building voice and
data cables.



There is a general trend towards the
use of high bit-rate digital channels
for the provision of services to
buildings (such as British Telecom
(BT) MegaStream services), and
within buildings (mainly local area
networks). Today’s MegaStream
service is delivered over a dedicated
four-pair cable of special design,
while the lower-speed KiloStream
service uses pairs in standard
telephony cables. Optical fibres are
being introduced for these services
in London, and will be used more
widely in the future.

These developments have led some
suppliers to propose the installation
of electronic equipment, such as
multiplexors, within frame rooms.
However, it is easier to diagnose
and correct problems when all the
network-terminating equipment and
the user’s voice and data equipment
is located together. The terminating
systems for external telecom-
munications services should
therefore be located adjacent to the
communications and computer
equipment that uses those services
most directly, usually private
automatic branch exchanges
(PABXs) and communications
processors. As a separate room
containing little or no active
electronics, the frame room has no
special servicing requirements.

@ Butler Cox plc 1989
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GUIDELTINES

Frame rooms should be
protected by full-height fire
walls of at least 2-hour rating,

Ceilings should be waterproofed.
There should be no windows.

The frame room should be safe,
secure, and dust-free.

It should be lit to 300 lux at
floor level.

Two 13-amp power sockets
should be provided.
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Computer suites (1) Organisation of the computer suite

Figure 7.3

Section through a
typical computer
room

Careful planning of
underfloor services
and cable routes is
necessary to ensure
that the flow of cold
air is not restricted.

o T T

Air handling unit

Computer equipment

Ceiling

Access flooring system

Computer eguipment

Air handling unit
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Cold air directed Computer cables Cable tray under floor Cold air directed
under floor under floor
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Current situation

Early computer suites generally
accommodated all the computer
equipment in a single air-
conditioned room. This room
therefore included tape drives,
processors, printers, and the staff to
look after them. The move from
batch to online working has greatly
reduced the need for operations
staff, while increasing the need for
continuity of service to the users.
Accordingly, the principles of
computer-suite design have changed:

— Printers and other paper-handling
equipment, with their inherent
fire risks, are often excluded
from the main computer room.

— Operators are increasingly located
outside the computer room
where they can enjoy a normal
office environment.

— The smallest reasonably
practicable computer room is that
needed to accommodate two
mainframe computers with their
associated equipment.

Today's computer suite is therefore
a collection of spaces having quite
distinct functions and environmental
requirements:

— Main computer room.

— Paper-handling area.

— Tape-drive room.

— Media library (with secure store).

— Control bridge.

@ Buller Cox plc 1989
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Figure 4.17 on page 4.08 shows a
typical layout for a computer suite
based on these principles.

Future developments

The further development of IT will
reinforce the trends that are
apparent today. Higher reliability
will reduce the need for access to
the computer room. More
comprehensive systems-management
facilities will make remote operation
easier. The increased use of
electronic mail and electronic data
interchange will reduce the need for
central printing,

The separation of the various areas
has benefits in terms of access
control, reduction of fire risk, and
environmental control. The critical
area remains the computer room
itself. Although the risks should be
minimal, the consequences of a
disaster in this region may be so
grave that it is worth considering a
further line of defence — that of
dividing the main computer room
into two or more separate rooms, so
that the system can be completely
replaced without loss of service to
users.

If the rooms are divided effectively,
a disaster in one (short of the
destruction of the whole building) is
very unlikely to affect the other,
and processing will be able to
continue, albeit on a reduced scale.
To ensure this, there should be no
route between the rooms to allow
the movement of fire, smoke, water,
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gases, or blast. The rooms will also
need independent power and water
supplies, fire protection, security,
and good access routes.

Reference

Halper, Robert F. Computer data
centre design: a guide for planning,
designing, constructing and
operating computer data centres.
New York: John Wiley, 1985.
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GUIDELINES

The computer room, media
library, control bridge, and
paper-handling areas should be
separate rooms.

For suites of more than

1,000 m? the division of the
main computer room into two
independent rooms, or the
construction of two computer
rooms in separate parts of the
building, should be considered.



Computer suites (2) Fire precautions

Cnmput-er suites need their own
fire-detection and firefighting
systems. This is not because they
present particularly great fire risks
in themselves, but because of the
value of the equipment they contain
and the very considerable damage to
the business that may be caused by
the loss of processing capacity and,
especially, stored data.

C E Wooding
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Figure 7.4

A computer suite
after a major fire
Computer equipment
is not usually the
source of ignition, but
it must be protected
from fires that start
outside the computer
room.
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Fires rarely start in computer suites
and, when they do, the most likely
causes are paper and underfloor
cables. Computer suites are,
however, sometimes damaged by
fires that start elsewhere and spread
to the computer suite, or that create
smoke and fumes that affect the
suite. Computers can be seriously
damaged by smoke and corrosive
gases (such as the hydrogen chloride
given off by burning PVC cables).
They can also be damaged by the
materials used to extinguish fires,
including water and carbon dioxide.
In many cases, the damage due to
fire-fighting facilities has exceeded
that due to the fire itself.

The appropriate principles for fire
protection are therefore:

— Reduce the likelihood that a fire
will start.

— Reduce the likelihood that a fire
will spread,

— Minimise the damage that a fire
can cause.

The risk of a fire starting will be
minimised if the computer suite is
located away from plant rooms and
stores of flammable materials. If this
is not possible, the computer suite
should be separated from any such
stores by fireproof and waterproof
walls of sufficient rating to enable a
major fire in the risk area to be
extinguished without damage to the
computer suite. In the parts of the
building outside the computer suite,
and especially in the adjacent parts,
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good fire precautions should be
taken. Within the suite, the risks
will be minimised by keeping all
paper-handling equipment away
from other equipment. All
underfloor power cables should have
Low Smoke and Fume spread (LSF)
sheaths.

The risk of fire spreading and
consequent damage can be
minimised by the use of suitable
fire-fighting systems, discussed
overleaf.

GUIDETLINES

The computer suite should be
located away from fire risks.

Good fire precautions should be
taken throughout the whole
building and especially in the
areas adjacent to the computer
suite.

Computer rooms should be no
larger than 2,500 m?.

All construction materials used
in the computer room should be
non-combustible.

An area should be designated to
serve as a reserve bridge in the
event of an emergency. It
should be provided with
appropriate cabling, and so on.

Secure storage for important
data should be provided,
preferably off-site.



Computer suites (3) Firefighting systems

Figure 7.5

A typical trolley-
mounted fire
extinguisher

‘handling handling Computer
e Bridge area room
Fire risk High Moderate  Low Very low
Cost of assets Moderate Low Moderate High
Cost of disruption Moderate High Moderate Very high
Human occupancy  Frequent Constant Variable Low
Figure 7.6
Fire risks in the
computer suite
‘ ) ) ™ ™ ™ (™ m) ™ (M A&l ™ AT (N (=1 Cg=) = (B Fi=n) (™ A




Although the risk of fire is low,
computer suites need systems for
firefighting in case fires do occur.
Moreover, the insurer will insist on
them. There is no ideal firefighting
system for computer rooms.
However, dry-pipe water-sprinkler
systems are acceptable and may be
combined with portable
extinguishers to give better localised
control. (In some cases, insurers may
insist on sprinklers for structural
protection.)

The correct approach is to consider
the various parts of the computer
suite — the bridge, the paper-
handling area, the tape-handling
area, and the computer room — as
separate spaces. The paper-handling
areas pose the biggest risk and
should be given the most careful
attention. The bridge should be
treated in the same way as other
office space although more
emergency training will be justified.
(Water sprinklers, hoses, and hand-
operated extinguishers are the
common means of firefighting in
ordinary offices.)

The greatest difficulty arises with
the main computer room. Because
carbon dioxide is a suffocating gas,
and because the thermal shock from
carbon dioxide systems damages
computers, many organisations have
installed Halon systems. However,
Halon systems also have
disadvantages:

— Halon is expensive,
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— Halon has been implicated in the
depletion of the ozone layer in
the upper atmosphere, and
international restrictions on
production are being introduced.

— To be effective, Halon must be
discharged in the early stages of
a fire.

— Halon is widely distrusted by
computer operators who tend to
leave the system turned off,

Halon systems are less effective in
practice than they are in theory,
and they are likely to become less
acceptable over time, More
acceptable substitute gases are being
developed, but their effectiveness in
firefighting systems is not yet
established.

Portable carbon dioxide
extinguishers and water sprinklers
may both be used. Water sprinklers
should be of the kind in which a
valve is activated by the
simultaneous triggering of two fire
detectors rather than those triggered
by the softening of a heat-sensitive
plug.

Detectors need careful attention.
Conventional smoke and heat
detectors do not always work well
in air-conditioned computer rooms
with high air velocity, especially
when low-smoke cables are
installed. Sampling detectors in the
return air supply may be the most
effective. However, conventional
detectors should be installed as well,

in case the fire starts when the
HVAC system is shut down.

Reference

Code of practice for fire protection
Jor electronic data processing
installations. BS 6266. London:
British Standards Institution, 1982,

GUIDEVLINES

Portable carbon dioxide fire
extinguishers should be
available.

Dry-pipe water-sprinkler systems
that are activated by two
detectors are a good choice for
computer rooms. ‘

HVAC systems for computer
rooms should be designed to
minimise the ingress of smoke
from fires elsewhere in the
building.

If sprinklers are used, power
and air circulation systems in
the affected areas should be
shut down when the sprinklers
are activated.



Primary distribution spaces

The primary distribution spaces Figure 7.7
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Current situation

Most buildings have several
independent backbone subsystems
(some have many: our research
located one building with 57
different kinds of cabling in its
backbone). For instance:

— PABX wiring: High-count multi-
pair cables connect the frame
room to telephony termination
frames on each floor.

— BT and/or Mercury
Communications Ltd (MCL)
network wiring.

— Terminal support: Either:

— Data cables connecting
terminal controllers in the
computer room with individual
terminals.

or

— High-quality data cables or
optical fibres connecting the
computer room with
multiplexors or controllers in
satellite equipment rooms.

— Local area networks (LANS):
High-specification data cables
linking multiplexors or bridges in
satellite equipment rooms with
the computer suite and gateways
for off-site networks.

— Paging: A leaky feeder running
between floors and radiating its
signal along its length.

At present, rules made by the Office
of Telecommunications (OFTEL)
forbid the integration of the wires
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to PABX extensions with those that
convey a BT or MCL network
service. This policy has created
considerable difficulties for users,
and is currently under review.

OFTEL rules also make it
undesirable to integrate voice and
non-voice cabling, since this would
bring non-voice systems within the
scope of the OFTEL rules on
connection to the public networks
and might require them to be
maintained by the PABX
maintainer.

The need to install separate
backbones for several kinds of
building network increases and
complicates the work of cable design
and installation. It also complicates
the management and enhancement
of communications systems because
each needs to be managed
separately.

Structured cabling systems

The introduction of structured
cabling systems such as AT&T’s
Premises Distribution System (PDS),
BT’s Open Systems Cabling
Architecture (OSCA), DECconnect,
and the IBM Cabling System (ICS),
has eased the non-voice cabling
position considerably, since a single
kind of cable is able to meet a
variety of data communications
needs. However, all schemes have
restrictions on their application,
which makes the design of any
scheme for a particular building a
skilled task.

Future trends

In both voice and non-voice
communications, there are trends
towards the use of a few high bit-
rate channels rather than a large
number of low bit-rate or analogue
channels. These fast channels will
comply increasingly with standards
drawn either from the integrated
services digital networks (ISDNs) or
LANSs, and these standards are
increasingly likely to be based on
optical fibre cables rather than
copper cables. The problems posed
by multiple backbones are therefore
likely to disappear in the medium to
long term, as is shown in Figure 7.8.

References
Telecommunications wiring in
business premises and homes.
OFTEL 5/87. London: Office of
Telecommunications, 1987.

GUIDEILINES

The person responsible for a fit-
out should seek the assistance of
a telecommunications expert to
design the backbone cabling
system.

Data cabling should not be
integrated with telephony or
network services cabling.

A coordinated cabling scheme
should be installed for all
telephony and public network
service access.
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of backbone communications

cabling

Figure 7.9

The relative sizes of
fibre and copper
cables

Figure 7.10

A typical optical-fibre
cable junction box
Fibre cables require
purpose-designed
termination facilities.

The cabling should have a star topology with no
more than two levels of cross-connection — for
instance:

— Main distribution frame;

— Main distribution cables.

— Intermediate distribution frame:

— Intermediate distribution cables: no cable
section should exceed 500 mm in
length.

—- Local patching frame (treated as part of the
horizontal cabling).

No cable route (from main distribution frame to
local patching frame) should exceed 2,000 m in
length,

Opticalfibre cables should be graded-index,
dual-window, multimode fibre with a core
diameter of 62.5 microns. Bandwidth and
attenuation limits will also be specified.




It is impractical to recommend
general standards for either the
backbone network or the backbone
cabling because of the many
different kinds of office equipment,
The variety of equipment demands a
multiplicity of data link protocols,
and especially LANs. LANs
themselves demand a variety of
cable types and installation
topologies. Moreover, the increased
use of high bit-rate channels in
PABXs and data systems (discussed
in Chapter 2) requires a medium
that can support those rates.
Technical considerations and the
evolution of standards both point to
optical fibre as the best long-term
choice for backbone cabling. In the
short term, fibre will be selected for
more and more new applications
and network products.

Some organisations will have only
limited requirements for optical
fibre within the next five years,
even in their building backbones.
These organisations may prefer to
defer any large-scale installation of
fibre until their needs are better
established, the standards clearer,
and the products less expensive.
Others, especially those refurbishing
buildings with undersized risers,
may need to install substantial fibre
systems now, and should choose
systems that comply with the
emerging standards.

Standards
The standards for optical-fibre
cabling are emerging before either

© Butler Cox plc 1989

users or suppliers have made major
investments in proprietary
technology and products. In
addition, there is a broad industry
consensus in favour of the emerging
fibre-distributed data interface
(FDDI) specification for high-speed
LANSs. These developments make it
even more attractive to view an
optical-fibre backbone cabling
system as a building utility, able to
support a variety of voice, data, and
other communications.

At present, the (North American)
Electronic Industries Association
(EIA) is taking the leading role in
standards for optical-fibre building
cabling. The main points of the EIA
standards for optical-fibre backbone
cabling are shown in Figure 7.11,
The EIA standard does not currently
specify a connector for fibre cables.

Further standards work is taking
place in the European Computer
Manufacturers’ Association (ECMA)
and the International Standards
Organisation (ISO). Because
50-micron fibre is already used in
Europe and Japan, it is likely that
the international standard will admit
both 50- and 62.5-micron fibres.
Cabling installed to these standards
will be usable as a utility,
supporting systems from a variety of
suppliers.

Fire resistance

British Standards and codes of
practice do not provide clear
guidance on the measures needed to

avoid the spread of fire via cables.
US practice, which is based on the
National Electrical Code (NEC) and
well defined tests of fire resistance,
is better. Adequate fire resistance
may be achieved by the use of
either fire-retardant cable or fire
stops in risers.

The former increases the cost and
reduces the choice of cable in ways
that may be inconvenient. The latter
requires appropriate disciplines
when new cables are installed or old
cables removed. In a refurbishment,
the choice may be influenced by the
nature of any cables already
installed in the risers.

References

Premises distribution guide.
Reference: 555-400-021.
Middletown, NJ: AT&T Information
Systems, 1987.

Code of practice for the installation
of private branch exchanges for
connection to the British
telecommunications public switched
telephone network. BS 6506.
London: British Standards
Institution, 1984,

Code of practice for installation of
apparatus intended for connection
to certain telecommunications
systems: general recommendations.
BS 6701: Part 1. London: British
Standards Institution, 1986.

Open Systems Cabling Architecture:
building planning and design
guide. Reference: TPU 900. London:
British Telecom, 1988.

DFECconnect planning guide.

Reference EK-DECSY-CG. 3rd
edition. Maynard, MA: Digital
Equipment Corporation, 1986,

Comanercial building wiring
standard. EIA PN 1907 (Draft)
(especially Chapter 5). Washington
DC: Electronic Industries
Association.

Generic specification for optical
waveguide fibres.
EIA/TIA-492000-AA. Washington
DC: Electronic Industries
Association, 1987.

IBM cabling system: planning and
installation guide. Reference
GAZ27-3361. 7th edition. New York:
IBM, 1986.

GUIDETLTINES

Any large-scale fibre installation
should comply with the
emerging standards.
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Telecommunications closets

Figure 7.12

A technician working
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The most important parts of the fit-
out of a telecommunications closet
are those that hold cables and
equipment. Cables usually enter
from the riser at a low level and
exit at a high level. Cables for
horizontal distribution may leave at
any level, depending on the location
of the horizontal distribution Spaces
(overhead, peripheral trunking, or
underfloor). A common layout is
shown in Figure 7.12. Cables are
generally tied to metal trays, while
patching and other equipment may
be secured to the wall or left to
stand on the floor. The minimum
radius of a cabling route should be
sufficient for the least bendable
cable in general use.

Because the telecommunications
closet is unoccupied most of the
time, it is generally located in deep
space. It lacks windows, and
aesthetic considerations do not
figure highly in its fit-out. When left
unoccupied, the most important
issue is security. This can be
achieved either by a locked door of
suitable fire rating, or by
firestopping the horizontal or
vertical cable entries, or both.

As discussed on page 4.13, a
telecommunications closet may take
the form of a passive riser
cupboard, a wiring closet, or a cable
patching room. These have different
requirements for services.

In order to make it convenient and
efficient to work in the closet, it
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should be properly lit and provided
with necessary services (including a
telephone with which the technician
can consult his supervisor or the
facilities manager when necessary).
The provision of suitable power
supplies and earths was discussed on
pages 5.06, 5.07, and 5.08 above.
Power should be provided from the
relatively clean desk supply.

Services
Access to the two special earths
should be provided:

— One for data cable screens.
— One for PABX earth recall.

A telephone should be installed,

There should be a power socket
for a portable lamp next to any
connection box.

Cable routes should have a
minimum bending radius of at
least 175 mm.

Additional services for wiring
closets and cable patching
rooms

The closet should be lit to 300
lux at floor level by lights 2.5 m
above finished floor level.

There should be a clean power
supply of at least 3 kVA.

There should be sufficient
cooling capacity to remove 1 kW
of heat.

_ Fitting out
The door should be fitted with a
lock.

Doors should not open inwards
or outwards into escape routes
in such a way as to cause
obstruction. (Folding doors may
facilitate access without
disrupting other work.)

Proprietary metal channel
sections, such as Unistrut, are
best for holding equipment.

Open riser shafts should have
steel grid floors to prevent
personnel and tools falling down
the shaft.



Chapter 8 Facilities management

Because IT-related building spaces Figure 8.2

represent a valuable asset, the A typical blocking

responsibility for their management plan
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the allocation of space

individual. Cable management, on an individual floor.

which includes controlling the
installation of new cables and
maintaining records for them,
should also be the responsibility of a
named manager,
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Space management
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Cable management (2) Procedures 8.04

Maintaining design integrity
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e management

Figure 8.3
Responsibilities of a
facilities manager in
controlling the use of
space
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[T-related building spaces are of
many different kinds, including
frame rooms, risers, heavily serviced
zones, and expansion spaces for
wiring closets. The corresponding
space requirements can be
calculated according to the
assumptions set out in Chapters 2
and 3. These calculations, however,
will be correct only if the spaces are
managed effectively.

Consider a common case. If a wide
variety of communications cables is
allowed to proliferate within the
risers and distribution spaces, the
available space will soon be used
up. Similar considerations apply to
the spaces reserved for the
expansion of plant rooms, computer
rooms, and frame rooms. These
spaces are valuable, and their value

may not be immediately apparent. It )

is therefore important that someone
should be charged with maintaining
the flexibility represented by these
spaces. This is especially significant
in refurbished buildings, where
limited service spaces can be made
adequate only by exercising a close
discipline over their use.

The requirement is particularly
critical if the building is to be let to
several tenants, or if part is to be
sub-let by a tenant. Probably all
tenants and subtenants will need
space for bringing telecommuni-
cations services to their offices and
for distributing them between office
areas. It is commonplace for these
services to run through risers and
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telecommunications closets to which
other occupants also need access.
This raises concerns about
interference and interception, either
deliberate or accidental. The
required levels of privacy and
security can be met by installing
conduits within risers, and allocating
the whole of one or more conduits
to each occupant. However, the
effectiveness of such a scheme
requires careful management of the
conduits.

In many buildings, service space is a
scarce resource. To avoid using it up
unnecessarily, it should be treated
as an asset, the responsibility for
which should be vested in a named
individual (the facilities manager).
This individual should probably be
in the facilities management
department, not in communications
or systems. He or she will need an
appreciation of IT — for example, a
familiarity with multiplexing
options. Figure 8.3 shows the
relationship of the facilities manager
to the service spaces.

The best way of managing this space
will often be through the explicit
use of a price mechanism. In this
case, the facilities manager charges
other departments a rent for the use
of service space. The level of the
rent should be set so as to
encourage the degree of space
efficiency required by the building.

GUIDELINES

Control of the service spaces
and of the reserves for the
expansion of service spaces
should be vested in a facilities
manager.

No-one should be allowed to
install equipment in these areas
or to occupy them without the
consent of the facilities
manager.
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Figure 8.4

A typical data-cable
termination and
interconnection frame

Figure 8.5

A typical
telecommunications-
cable termination and
interconnection frame

Figure 8.6
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Cable management spans three areas
of responsibility — controlling the
reconfiguring of the cabling system,
via patch panels, identifying the
occasional need for new cables to be
installed, and controlling the
installation of new cables, where
necessary.

As recently as five years ago, data
cables were mainly dedicated to
particular signalling systems,
protocols, and desk locations. If any
of these changed, it was usually
necessary to install a new cable,
often of a different kind, as a
replacement. A few sophisticated
computer users sought to avoid this
by installing structured cabling
schemes to their own designs. They
were usually based on twisted-pair
cables. A few others solved the
problem by adopting Ethernet or
broadband local area networks
(LANS) for their local communi-
cations, and cabling their offices to
support these networks.

Only a minority of users, however,
took either of these routes. In most
organisations, cables were, and still
are, installed on an ad hoc basis to
meet developing needs. Where this
is the case, cable management is
simply one part of telecommuni-
cations management. It does not
exist as a distinct activity.
Moreover, in most organisations,
telephony wiring in the past has
come under the British Telecom (BT)
monopoly, attracting little attention
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from telecommunications managers,
and less from anyone else.

The introduction of the first
structured data cabling scheme in
the United Kingdom, the IBM
Cabling System (ICS), drew attention
to this area. Structured cabling
systems can support a wide variety
of local communications networks.
Figure 8.6 shows how, by precabling
in a star topology, a variety of
networks can be realised through
the use of suitable baluns and other
electronics. The most widely used
structured cabling schemes are
based on twisted-pair cables with at
least two pairs to each presentation.
They can support:

— ‘Standard’ terminal signalling
schemes such as RS232 and 423.

— Proprietary terminal protocols
such as IBM 3270 and 5250.

— LANSs, including ISO 8802.3 and
8802.5 (but excluding ISO
8802.4).

Where a structured cabling system
has been installed with a sufficient
number of presentations (as
discussed in Chapter 5), cable
installation is separate from the
provision of a communications
connection in a particular case.
Cables are installed during building
fit-out or refurbishment. Connec-
tions are provided by supplying the
user with an appropriate balun,
making appropriate connections on
the patch frames, and sometimes

installing additional electronic
equipment.

If the guidelines given in Chapter 5
have been followed, the building
will have been comprehensively pre-
wired for both voice and data
during the fit-out stage. If this has
been done well, the need for
installing further cables will be
limited, but such installations are
the responsibility of cable
management when the need does
arise.



Cable management (2) Procedures

Figure 8.7

Typical baluns for
use with structured
data cabling
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It is important to distinguish the
needs of the installer of the initial
cabling scheme from the needs of
the occupant. In the past, these
needs overlapped greatly because
the initial cable installation was
incomplete and many cables were
installed later. With a structured
cabling scheme, most cables are
installed during fit-out. Very few
more are likely to be installed
during the first five years or so,
although special requirements are
increasingly likely to arise
thereafter.

During the early years, the occupant
will need to change the patching
frequently to track changes, but will
rarely need to install new cables.
(The installation of new baluns,
shown in Figure 8.7, and specialised
communications equipment, will be
commonplace, however.) Later on,
the need for special cables will
increase. Many users will need to
install a new structured cabling
scheme (probably based on fibre)
within 10 years,

Good record-keeping and
maintenance of the cabling system
are essential. Indeed, the keeping of
good records of private automatic
branch exchange (PABX) wiring is a
requirement of the Branch Systems
General Licence (BSGL). (The BSGL
provides the legal basis under which
approved equipment is connected to
the public networks in the United
Kingdom.) Preprinted cable
documentation for this purpose is
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available for most cabling schemes
(Figure 8.8 shows a suitable paper
record). In addition, computers can
be used to assist with the
administrative work in all but the
smallest offices. Computer systems
that generate lists of changes to
achieve a desired result are
valuable, particularly for large and
complex installations.

Cable-management systems for large
installations should be interfaced to
the network-management system,
but we do not generally see a need
for integration. The interface
functions should include the use of
common numbering schemes for
ports and presentations, functions to
inform network management of the
physical location, and circuit details
of the equipment connected to a
network port.

GUIDELINES

The cable manager should
control what is done, not merely
record it.

In small offices (say, less than
1,000 m?), records may
conveniently be kept on paper.
(However, if the records for a
number of such offices are
centralised, they should be held
on a computer.)

In medium-sized offices (say,
between 1,000 m? and

10,000 m?), cable and patching
records should be kept on a
simple, probably personal-
computer-based, system. (An
organisation with many medium-
sized offices might, however, be
wise to invest in a more
sophisticated cable-management
system.)

There is no need to integrate
these records with drawings:
numbering systematically the
presentations and routes (routes,
not cables, should be shown on
the drawings) should be
sufficient.

In large office buildings (over
10,000 m2), records should be
held on a more powerful
computer. The system should be
able to generate the complete
_list of changes needed to
achieve a specified result — for
example, moving the marketing

department’s equipment to the
third floor, west wing. The
integration of drawings and
cable lists on the computer may
be valuable.
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intaining design integrity

Figure 8,10
The occupier requires
drawings and
documents indicating
how the building
should be used and
maintained

f’e}

P

=

T

The average occupation density should not
exceed one person per 8 m* of NLA.

The density should be regulated so that the loads:

on the power supplies and cooling systemns do

not exceed thelr capacities.

Areas designated for open:plan use should

not

be converted to cellular offices; and vice versa,

The computer room should be paperree, and

combustible materials should be excluded.

Inflammable materials should never be stored

next to computer rooms and frame rooms.

~ The main-office power stipply should be kept

Sl - o - P




The design of a building is an
exercise in professional skill aimed
at satisfying specified requirements
within financial constraints.
Occupants who attempt to make the
building do more than it has been
designed to do risk difficulties
ranging from inconvenience to
themselves, to damage to the
structure.

Equally, the design team makes
certain assumptions about the
management of the building after
occupation. If these expectations are
not fulfilled, the efficiency and
effectiveness of the buildings and its
users are likely to suffer. This is
especially important for refurbished
buildings, since the limitations of
the basic design may make it
necessary for the landlord to accept
certain compromises in requirements
or design.

In Chapter 2, we stressed the need
for both requirements and design
information to be passed from the
developer to the contractors, and
also to the final landlord and
occupants. It is the responsibility of
facilities-management staff to be
aware both of the limitations of the
design and of the designer's
expectations. They should then
manage the building in such a way
as to maintain the integrity of the
design.

Figure 8.11 lists some of the IT-
related management rules that
should be observed by facilities
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management. Most of these rules
relate to more than one trade or
profession — for instance, space
planning and electrical engineering
or computer operations, fire safety,
and building maintenance. It is
essential that the various trades and
professions concerned with the
construction, maintenance, and use
of buildings should make contact
and take account of one another’s
concerns and contributions. It is the
task of the facilities manager to
ensure that they do so.



Appendix The main developments in information technology

Infm'mation technology (IT) is a
generic term for computing,
telecommunications, and office
systems in business.

The rapid advances that characterise
the progress of IT are being driven
by developments in four
fundamental technologies on which
the subject is based. Developments
that occur at this level are
incorporated rapidly into commercial
computing, telecommunications, and
office systems products. In turn,
these products and services become
the basic enablers upon which
business applications are built.

In this appendix, we first describe
four fundamental technologies
influencing IT developments and the
evolution of IT products in the form
of computers and communications
facilities. Next, we describe the
application of IT to business under
five main headings.

Of all the advances in IT, the one
having the most impact on offices,
and hence on office buildings, is
that of the personal workstation.
The way in which the workstation
will evolve over the next 10 years is
already reasonably clear. This
appendix is completed with a
glimpse into the future of the
personal workstation, and with a
summary of the main areas of
uncertainty about IT in the context
of offices and buildings.

Figure A.1
- A typical office
building
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mental information technologies

Tho most fundamental information
technologies are semiconductor
engineering, computer architecture,

opto-electronics, and programming. .

All four are likely to continue
developing over the next 10 years
(and probably much longer) at rates
similar to those of the past,
although there will have to be some
major innovations. Few fields
change as fast as [T, yet the main
developments can be confidently
predicted because they will follow
from decisions and investments that
have already been made.

Figure A.2
Computer-processing
power has improved
over the last 30 years
The new parallel-
processing computer
desgins promise
dramatic increases in
power over
conventional single
processing designs.
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Semiconductor engineering
Semiconductor engineering has been
the main driving force behind the
advance of IT to date. Almost every
year since the late 1950s, engineers
have delivered a 30 per cent
increase in the processing speed of
the fastest chip and, more
importantly, a 30 per cent improve-
ment in price/performance.

Engineering developments, together
with the use of new materials such
as gallium arsenide, provide scope
for further advances. There are,
however, both theoretical and
practical limits to these
developments. They are already
restricting growth, and the
restrictions will begin to become
acute for large computer systems
even within the next five years.

Computer architecture

For most of the past 30 years,
computer architecture has remained
wedded to the single-processor,
dumb-memory principle, first
formulated by John Von Neuman in
the 1940s. Design teams have, in the
meantime, introduced many new
features and exercised great
ingenuity, but the principle has
remained intact. Only fairly recently
have designers begun to depart from
this approach. On the one hand,
they have sought, in reduced-
instruction-set computers, to make
processors simpler and faster by
providing fewer features. On the
other hand, they have begun to
connect large numbers, sometimes
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thousands, of simple processors into
complex parallel arrays to obtain
higher speeds. Parallel computers
are now the world’s fastest
computers, as is shown in

Figure A.2, while smaller parallel
machines make the power of a
supercomputer available for the
price of a minicomputer.

Opto-electronics

As technology nears the limits of
electronics, engineers have begun to
develop opto-electronics, computing
with light. This is furthest
developed in the application of
optical fibres for long-distance
communication, but is already
assured of a very important place in
local communication. Moreover,
opto-electronics will become a
significant factor in computing
within the next 10 years.

Programming

It may seem odd to classify
programming as a technology.
Programming is, however, central to
the advance of IT. Not only is it
part of the definition of the (stored
program) computer, but also the
reason for the vast applicability of
IT. For the first time in history, the
function of a machine can be
changed without rebuilding it —
simply by loading a new program.
Yet programming technology has
advanced only slowly, and many of
the problems that bedevilled the
pioneers continue to plague today’s
programmers,

Advances in programming have

been of two kinds, which we call
‘general’ and ‘inspirational’. General
advances, such as the development
of higher-level languages and
structured methods, are applicable
to all sorts of programming. General
advances have been due as much to
better management as to better
technology, and although they will
continue, there is little sign of any
breakthrough.

Inspirational advances in
programming are specific
innovations such as the spreadsheet
package, the word processor, and
the graphical interface. They make
some aspects of computer use much
easier and more productive, often
by allowing the user to avoid the
need to ‘program’ in the
conventional sense. The flow of
such innovations will continue, but
it is hard to forecast their nature
and the rate of their development.
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The evolution of information technology products

Computers may be divided,
somewhat arbitrarily, into three
broad categories: mainframes,
minicomputers and workstations. It
is commonplace for computers in all
three categories to be linked
together through both local and
wide-area communications.

Figure A.3

Trends in computer
performance

In 10 years' time,
personal workstations
will have a
performance equal to
today's large
mainframes

Figure A.4

Electrical power
demand of personal
computers used as
office workstations

It is difficult to predict
the electrical power
demand of future
office workstations.
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Figure A.5

A typical LAN
configuration for an
office building

A configuration with a
local area network
(LAN) on each floor
and a high-speed
backbone LAN is
expected to become a
comaon arrangement
for office building data
networks,

3rd Floor

Departmental
computer

2nd Floor

Departmental
computer

1st Floor

Mainframe
computer
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Mainframes

A mainframe is a general-purpose
computer able to manage a very
large volume of data for many
users. Requiring a dedicated
computer room, a mainframe can
process a mixture of batch work,
online transactions, and time-sharing
work. Existing ranges will continue
to develop, and new designs, based
on parallel architectures, will be
introduced over time.

Minicomputers

Compared with the mainframe,
minicomputers deliver more limited
services to a smaller number of
users, and are more tolerant of their
environment. Their evolution is
more difficult to foresee. The
performance of the largest
minicomputer is already comparable
with that of mid-range mainframes
and they are used in similar ways,
although often by smaller
organisations. The main trend in
minicomputers is likely to be that of
specialisation. The deployment of
local area networks (LANs) will
create a market for minicomputers
especially designed to perform such
tasks as database management,
printing, and communications.

Workstations
Workstations sit on desks, and each
supports a single user.

By the year 2000, personal
workstations, each having 20
megabytes of memory and a power
of 30 mips (roughly the power of a
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large mainframe today) will be
available for much the same price as
a personal computer (PC) of today.
By 2010, the performance of a
personal workstation will equal that
of today’s small supercomputer.

Displays will improve more slowly.
However, a resolution of 300 dots
per inch should be common by the
year 2000. This is comparable with
that achieved by today’s desktop
laser printers, and will allow screens
to replace paper in many
applications.

The electric power demand (and
heat output) of a PC is greater than
that of a dumb terminal. Since the
first appearance of the PC, its
power demand has first increased
and then declined, as shown in
Figure A 4. Because LANs enable
printers and discs to be shared by
many users, the power demand of
the average PC will continue to
decline somewhat, although the
growing power demand of the
shared equipment will offset this
trend.

The development of workstation
software will be marked by three
main trends — increasingly powerful
applications packages, the
emergence of a small number of
standards, and the ability of a single
workstation to provide access to a
wide variety of systems and
services, both local and remote.

Local communications
Local communications will see a

continuing move from analogue (o
digital, increases in bandwidth, and
the wider adoption of standards.

Most business telephony is already
switched digitally. Within buildings,
however, it is transmitted in the
form of analogue signals. The
introduction of private automatic
branch exchanges (PABXs)
compatible with the integrated
services digital network (ISDN) will
extend the digitisation of signals
down to the individual telephone.
Integrated services PABXs (ISPBXs)
will, in addition, offer digital
connections for non-voice
equipment.

Over the next 10 years, most
terminal support communications
will be replaced by LANs that
comply with International Standards
Organisation (ISO) standards. In the
office, the dominant standards will
be ISO 8802/3 (Starlan and Ethernet)
and 8802/5 (Token Ring). In a large
building, these local LANs will be
linked by a high-speed backbone
LAN of the sort shown in

Figure A.5, to one another, to
departmental computers, and
perhaps, to a central mainframe.
Often the high-speed backbone LAN
will be based on optical fibre and
will comply with standards that are
now emerging for fibre-distributed
data interface (FDDI).

Wide-area communications
Wide area communications will, like
local communications, see a trend to

digital rather than analogue
operation, increases in bandwidth,
and the wider adoption of
standards.

Users will benefit increasingly from
the investments that British Telecom
(BT) and Mercury Communications
Ltd (MCL) are making in optical-
fibre transmission systems and their
ISDNs. These networks will support
high-speed digital transmission
services such as BT's KiloStream
and MegaStream. Users will benefit
from higher operating speeds
between sites, and lower costs,
especially for data communications.

Taken together with standards for
electronic mail and electronic data
interchange, these developments
will enable telecommunications to
replace letter post, telephony, and
to a lesser extent, meetings, for a
large proportion of business
communications. ISDN’s most
important role will be to improve
the telephone system. ISDN will also
act as a focus for the development
of non-voice, interbusiness services,
such as high-speed facsimile and
electronic mail.




nlications of information

Figure A.6
Emerging IT support
for office staff

Senior executives

Specialised information refrieval systems
(‘executive information systems’) giving access to
personnel, financial, and operating information.

Graphic design teams

Workstations with full-colour displays, access to a
widie range of stored artwork and pictures, and
both computer-aided design (CAD) and freshand
drawing programs.

Financial traders

Muttiple screens giving access to a variety of
information services, some provided in-house and
some by oulside service providers:

Systems analysts

PC-based workstations with seftware that
supports, or even automates, the collection and
analysis of facts, specification, and design.

technology

Figure A.7

The progressive
computerisation of
business information
A high proportion of
business data, and a
fair proportion of text,
is already held on
computers. Over the
next decade, these
proportions will rise
towards 100 per cent
and an increasing
proportion of images
will be computer-
managed as well.
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The range of applications of IT will
increase considerably during the
next 20 years. Existing applications
will evolve, and new kinds of
application will appear. Office
applications will grow considerably
in importance.

Office applications may be divided
into four groups: transaction
processing, such as accounts, stock
control, and airline-seat
reservations; decision support,
including spreadsheet modelling and
information retrieval; office
automation, including word
processing, electronic mail, and the
creation of business graphics; and
engineering design systems,
including computer-aided design
(CAD).

Within each group, the overall
impact of IT will be to reduce the
need for people to perform routine
business processes, such as
distribution and manufacture,
leaving them free to concentrate on
exceptions, policy, and interpersonal
issues.

Transaction processing

In the future, businesses will be
linked together electronically,
enabling them to react more quickly
to the demands of their customers.
Electronic interbusiness links will
enable transaction-processing
systems in different organisations to
exchange information directly with
one another, rather than through
intermediate data-entry staff.
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The addition to transaction
processing, first of expert systems,
and later other forms of artificial
intelligence (AI), will further reduce
the need for direct human
intervention in many business
processes. The introduction of
image-management systems will
broaden transaction-processing
systems to include diagrams,
photographs, and signatures.

Decision support

Decision-support systems will be
enriched in two ways — by the
wider availability of high-resolution
colour displays, and the use of
techniques derived from Al to draw
attention to particularly significant
data, to suggest possible
explanations, and to propose courses
of action.

Higher capacity data stores
(especially optical discs) and new
methods of text analysis (running on
parallel computers) will extend the
analytical power of decision-support
systems to include text as well as
structured data.

Office automation

Better displays, higher-capacity
stores, more powerful computers,
and faster LANs will all be required
to integrate data, text, and image in
tomorrow’s office systems. By the
year 2000, office systems will
generally be able to capture, create,
store, and retrieve compound
documents without the user needing
to consider the nature of the matter
to be manipulated.

Engineering design software

The introduction of Al-derived
techniques to engineering design
and analysis will lead to the
publication of design manuals in the
form of programs. Instead of looking
up a handbook, engineers will
simply ask for the guidelines to be
applied directly to their work,
thereby producing a critique, or
even a revised design. This approach
will be applicable to almost all forms
of professional work, including
computer-systems design and many
sorts of graphic design.

Integrated office systems

The greatest benefit of office
systems will result from integrating
all the technologies and systems
needed by staff to do their jobs.
Figure A.6 shows how multiple
systems and services may be
brought together to support
particular kinds of office worker.

This integration will become
increasingly common during the
next decade. For many office
workers, the personal workstation
will become the obvious tool for
communication, calculation, and
even ordering of thoughts for a
meeting or presentation.




The future use of intelligent workstations

Mm-h of the deployment of IT
over the next 20 years can be
foreseen in broad outline. In
particular, it is clear that powerful
intelligent personal workstations will
become the almost universal basis
for most office work by the year
2000. This development is coming
from two directions; from advances
that are occurring in workstation
technology, and from other
technologies, such as document
scanning and the electronic
interchange of commercial data with
trading partners, that deliver
information across the corporate
networks to workstations,

Figure A.8
A British Telecom
telephone

Figure A.9

An IBM PS/2
personal computer
Personal computers
with local area
network connections
are expected to
become the standard
office workstations of
the 1990s.
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workstations

Figure A.10
A DEC workstation

For certain
applications, including
design and
publishing, more
powerful workstations
are often used.

Figure A.11

The increasing
penetration of
workstations

The penetration of
computer terminals
and networked
personal computers 1s
growing rapidly, In the
future, dumb terminals
will tend to be
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Proliferation of workstations

At present, the ratio of workstations
to staff ranges from as low as 1:10
in some small organisations to as
much as 1.5:1 in a few very
exceptional cases. In most office
buildings, the ratio now stands
somewhere between 1:5 and 1:1 and
the penetration of workstations is
increasing every year. Within five
years, the ratio will have reached
1:1 for office staff in many
buildings, including those that have
not been well served in the past.

Workstation penetration exceeds 100
per cent in some offices (most
notably in offices housing software
development groups and financial
traders) because the staff there
need to access more than one
computer system or information
service.

It is obviously inconvenient to have
several workstations on one desk.
They take up space, and
transferring information between
them (to include results prepared on
one system in a report prepared on
another, for instance) is seldom
easy.

The technical problems are being
overcome by the development of
standards and gateways that allow
interworking between dissimilar
systems. As these developments
advance, the financial balance is
likely to swing in favour of
integrated workstations. As a result,
the penetration of workstations
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among office staff is unlikely to
exceed 100 per cent over the next
five to ten years (as shown in
Figure A.11).

The move to intelligent
workstations

Today, most workstations are dumb
terminals (that is, they rely on a
separate, central, or departmental
computer for processing power and
data storage). Adding intelligence
costs relatively little, and the unit
cost of intelligence is set to fall still
further. When the full costs of
mainframe access, resilience, and
spares are included, a group of
intelligent workstations may already
be less expensive than a similar
number of dumb terminals with
their communications equipment.

Intelligent workstations are essential
for many of today’s most innovative
applications. These include expert
systems, document image
processing, desktop publishing, and
mathematical modelling with
graphical output.

Intelligent workstations are likely to
replace dumb terminals on most
desks within five to ten years. The
intelligent workstation will combine
the functions of the dumb terminal
and the PC. It will provide both
local processing and access to
information and systems residing on
other computing equipment. In
order to ease the integration of
intelligent workstations into the
corporate IT infrastructure,

S —— o — —— - . wr - T - AER— - G I S B S

businesses will have to establish
standards for communications,
workstation processing, and user
interfaces.

The sharing of resources

The communications requirements
of intelligent workstations will differ
from those of dumb terminals. They
will be best met by high-speed
LANSs, allowing personal work-
stations to share printers, files, and
communications lines, yielding
economies, resilience, and a base for
sophisticated future applications.
Workstations will also share
information held on minicomputers
and mainframes.
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Some uncertainties about the future of information technology

Ali.hough much of the future of IT
can be foreseen, some important
uncertainties still persist. The roots
of these uncertainties lie in local
communications, departmental
computing, and the growth of data
storage. In particular, departmental
computer rooms and wiring closets
may grow as a result, or they may
disappear almost entirely. Buildings
should therefore be designed to
enable changes to be made
economically.

Central
computer
room

Figure A.12
A three-level system
A three-level system

is one in which

end users are
connected to a local
or departmental
system, which in turn
provides access to the
central computer.

Departmental
computer
room

Figure A.14

Growth in online data
storage requirements
Organisations’ total
online data storage
may continue to grow
exponentially or slow
down owing to a lack
of things worth
computerising

Figure A.13

A two-level system
A two-level system is
one in which end
users are directly
connected to the
central computer.
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Local communications

During the past 10 years, data-
transfer rates in local networks have
increased significantly. Speeds of
several hundred thousand bit/s have
been needed for resource sharing
between PCs, and one million bit/s
or more between engineering
workstations. Speed requirements
will continue to grow, especially as
document image processing finds a
place in the office. The integration
of voice into workstation systems
will add a further impetus.

These high speeds can best be met
by LANs, and particularly by
optical-fibre LANs. However, the
move to optical fibre, and especially
the standardisation of both fibres
and LANs, creates the possibility of
eliminating cable patching, and
possibly the associated
telecommunications closets as well.

Departmental computing
Computer power for departmental
computing can be provided, as
shown in Figure A.12, through a
mixture of personal workstations,
workgroup systems (which might be
based on either minicomputers or
LANs), and centralised mainframes
in specialised computer rooms.

At present, the low cost of
workstation computer power makes
intelligent workstations look
attractive, while their high speed
makes them ideal for such
processing-intensive applications as
document manipulation, expert

s
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systems, and image processing.
Workstations connected to LANs
(and to shared servers, based

on workstation hardware) have
the potential to displace
conventional minicomputers as
the primary vehicles for
departmental systems.

It is not yet clear, however, that
this potential will be realised. That
is because a second set of trends
favours a more centralised
approach, as is shown in

Figure A.13. One is that managerial
and professional workstations are
increasingly used to access data held
in central databases. Another is the
growing realisation that the most
effective office systems require the
integration of graphics, text, and
mainframe databases. Yet another

is that line departments, having
introduced minicomputers for
particular applications, are

seeking to transfer the operation
and control of these systems to their
information systems departments.

The future may well see an
oscillation between decentralisation
and centralisation in departmental
computing. At first, a growth in the
number of personal workstations
may lead to the installation of LANs
and shared resources within the
office area. Later, this might be
followed by the introduction of
minicomputers to replace the
shared resources and, later still, a
migration of these systems into
computer rooms.

The growth of data storage

In most organisations, the amount of
data held online (usually on
magnetic discs) has shown a
relentless exponential growth for as
long as online computer systems
have been in use. Information
systems staff often assume that this
trend will continue indefinitely.

In many organisations, however, the
large majority of business trans-
actions are already processed by
computer and held online during the
time they are needed for business
operations. Online storage volumes
often receive a further large boost
when the information about each
transaction is extended, and when
online times are extended to allow
the retrospective analysis of trends.
There is, however, a limit to the
degree to which this is useful.

In future, online storage volumes
will increase greatly as organisations
begin to deploy document image
systems. However, once all the
significant paper documents have
been captured, online volumes will
cease to grow as rapidly as in the
past, as is shown in Figure A.14.

In short, once the main data, text,
and image systems have been
implemented, there may be little
data left to computerise. In some
large organisations, this point is less
than 10 years away.




Al
Artificial intelligence.

Architecture, Computer

A computer architecture is a set of
principles specifying the general
functions of, and interfaces
between, the various hardware and
software components of a computer
system.

Backbone communications
network

Sometimes known as primary
distribution — that part of the on-
site communications network that
carries communications services
from their points of origin or entry
to the building to the spaces to be
served. In most buildings, the
backbone runs through risers and
between the risers, frame rooms,
and any computer rooms.

Balun

A device that converts the balanced
signalling used on a structured
wiring scheme to and from the
unbalanced signalling required by
many kinds of IT equipment —
hence, balanced to unbalanced
convertor.

BMS
Building-management system.

BRE

Building Research Establishment —
publishes authoritative works on
buildings.
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CAD
Computer-aided design.

CCTV
Closed-circuit television.

Centrex

A service, offered in the United
Kingdom by BT and MCL, in which
business telephony services are
provided by exchanges controlled by
the service provider rather than by
the user’'s own PABX.

CIBS
Chartered Institute of Building
Services.

Closet/wiring closet

A room in which the primary,
backbone network is connected to
the secondary, horizontal
distribution.

Computer suite

A set of rooms accommodating one
or more computers, with their
ancillary equipment and supervisory
staff.

Control bridge

A room in the computer suite from
which the operation of computer,
and sometimes, communications
systems, is monitored and
controlled,

CcT2

Second-generation cordless
telephone system using digital
telephony.

Distribution frame

A metal frame holding termination
blocks by which voice and data
cables are interconnected.

Document image processing

A technology which acquires, stores,
and presents images, usually of
business documents, in the office.

dpi

Dots per inch, a measure of
resolution in printing and visual
displays.

Dumb terminal

A computer terminal with neither
processing power nor data storage of
its own.

ECMA
European Computer Manufacturers’
Association.

EDI
Electronic data interchange.

Expert system

A computer program that embodies
the judgement of one or more
human experts.

Fit-out

The process of installing services,
floors, ceilings, wall coverings, and
furniture within an otherwise
complete building shell.

Frame room

Room in which connections are
made between telecommunications
cables, including cables connected to
external services.

Gross external area

Area of building measured outside
perimeter walls and used for
planning applications.

Gross internal area

Area of building measured inside
perimeter walls, and including all
common parts, such as service
cores, toilets, and plant rooms.

HVAC
Heating, ventilation, and air
conditioning.

ICS
IBM Cabling System.

IEE
Institution of Electrical Engineers.

ISDN
Integrated services digital network.

ISO
International Standards
Organisation.

ISPBX
Integrated services private branch
exchange.

Intelligent workstation

IT system intended for use by one
person at a time and having its own
processing power and memory. [t
may be placed on the desktop or
beside the desk and may have its
own discs, printer, and other
peripherals.

LSF
Low=-smoke and fume spread.



Glossary (continued)

LAN
Local area network.

M&E
Mechanical and electrical
engineer(ing).

MCL
Mercury Communications Ltd.

NIA/NLA

Net internal area/net lettable area —
floor area, measured inside the
building, awvailable to the tenant. It
excludes common parts, such as
service cores, toilets, and plant
rooms.

OFTEL
The Office of Telecommunications.

PABX
Private automatic branch exchange.

Patch frame

Distribution frame on which cables
can easily be connected (‘patched’)
to one another.

Presentation

The place at which cable-based
services (voice, data, and power)
can be accessed for the connection
of equipment. Usually a group of
sockets, sometimes located in an
outlet box.

PSTN
Public switched telephone network.
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Riser
Vertical shaft, connecting floors, in
which services can be installed.

Shell and core

Basic structure of walls, roof, and
floor slabs, and sometimes taken to
include central services such as lifts,

toilets, power supply, HVAC plant,
and so on.

UPS
Uninterruptible power supply.

Usable space

Space in which it is possible for the
occupant to install his staff,
machines, and furniture, usually 80
to 85 per cent of the net internal
area, the balance being primary
circulation space.

VDU
Visual display unit.
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Access

— boxes 6.08

— control 7.03

— floors 6.05, 6.08

— routes 4.08

Acoustics 6.03, 6.04

Adaptability 2.05, 4.02

Air circulation 5.10

Air conditioning 2.07, 5.10

Airline-reservation offices 5.06

Air space requirements 2.04

Architects 2.06

Artificial intelligence (AI) A.04

AT&T

— wiring frame 8.03

— Premises Distribution System
(PDS) 5.13, 7.06

Backbone communications networks
7.06, 7.07

Back-up facilities 5.02

Baluns 5.13, 8.04

Basements 4.05

Blinds 6.10

Block-wiring schemes 4.13

Blown-fibre technology 6.09

Branch Systems General Licence
(BSGL) 8.04

British Telecom (BT) 3.02, 4.04,
4.10, 7.06, A.03, A.05

— blown-fibre technology 6.09

— frame 8.03*

— Open Systems Cabling
Architecture (OSCA) 5.13, 7.06

Broadband networks 4.11, 8.03

Broadgate House 4.03

Building control cabling 5.11

Building

— cores 2.07
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— costs 2.05

— design teams 4.13

— location 2.07, 3.01, 3.02

— management 5.12, 8.05

— new 2.06

— services 4.03, 4.11

— structure 4.01

— usage patterns 2.04

Building-management systems (BMS)
2.07, 4.10, 5.11

Building-oriented systems b.12

Building wiring

— evolution 7.06

Busbars 2.05

Business-oriented systems 5.12

Cable-management furniture 6.06

Cable-management systems 8.04

Cable risers, see Risers

Cables

— backbone 7.06, 7.07

— coaxial 4.10

— copper 2.02, 4.05, 4.06, 6.09, 7.07

— data 2.02, 4.07, 5.08

— distribution zones 1.01

— earthing 5.08

— electrical 2.06

— entry 2.07, 4.05

— fire resistance 6.09

— horizontal underfloor 2.07

— layout plans 5.07, 8.04

— management 4.11, 6.03, 8.01,
8.03, 8.04

— optical fibre 2.02, 4.03, 4.05,
4.11, 4.18, 6.09, 7.07

— overhead 2.07

— patching rooms, see also Patching
frames, 2.02, 2.07, 4.13, 4.15,
4.16

— routes 2.08, 6.08

— size 4.11

— space 4.10, 6.07

— telecommuniecations 2.02, 4.07,
4.10, 5.13, 6.07

— terrestrial 4.04

— tertiary 6.08

— types 6.09

— underfloor layout 2.08

— vertical 2.07

Cabling schemes 4.16, 5.13, 6.07,
6.09

— space requirements 6.07

— standards 5.13

— structured 4.09, 4.11, 6.01, 6.07,
7.06, 8.03

Carbon dioxide systems 7.05

Ceilings 4.16, 7.02

Cellular offices 4.02, 6.02, 6.03,
6.04, 6.08

— growth 4.02

Centralisation 4.11, 4.13, A.06

Centralised processing 2.05, 4.13

Centrex 4.07

Ceramic sleeves 4.12

Closets, see Wiring closets

Coding facilities 4.03

Communications

— backbone 7.06

— local A.03, A.06

— wide-area A.03

Communications risers, see Risers

Completion certificates 2.06

Computer architecture A.02

Computer centres, see also
Computer suites, and Computer
rooms, 4.04, 4.08

Computer power ratings 5.03

Computer processing power 2.02,
A.02, A.03

— ratings 5.03

Computer rooms, see also Computer
suites, 4.08, 4.13, 5.02, 7.03,
8.02, A.06

— mainframes 5.03
— power 5.02, 5.03
— size 7.04
— space allocation 4.08, 5.03
Computer storage capacity 2.02,
A.06
Computer suites, see also Computer
rooms, 4.07, 4.08, 7.01, 7.03
— central 2.02
— fire 7.04, 7.056
— location 4.08
— organisation 7.03
— space allocation 4.08, 5.03
Computer-aided design (CAD) A.04
Computers
— earthing 5.08
— growth in demand 5.03
Control bridges 7.03
Convertors 5.13
Cooling facilities 2.02, 2.05, 2.07,
4,03, 4.13, 5.01, 5.02
— growth in demand 5.03
Copper cables 2.02, 4.05, 4.06, 6.09,
7.07
— standardisation 6.09
Cordless PABXs 6.09
Cordless telephones 6.09
CTZ2 6.09
Data cabling, see Cables
Data circuits 4.11
Data communications 2.02, 4.07,
4.11
Data patching frames, see Patching
frames
Data storage A.06
Data systems 7.07
Dealing rooms, see also Financial
services sector, 4.02, 4.10, 4.11,
5.05, 5.06, 5.10, 6.03, 6.07, A.04
DEC
— DECGconnect 5.13, 7.06, 7.08
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DEC (continued)

— power demand 5.05

— workstation A.056

Decentralisation 2.05, 4.13, A.06

Decision support systems A.04

Decision timing 2.07

Departmental computing 4.13, A.06

Depth 4.02

Design

— decisions 2.07

— integrity 8.05

— teams 2.06

Desk space requirements 2.04

Desktops 2.02

Diffusers 6.10

Digital Equipment Corporation, see
DEC

Display resolution A.03

Distributed processing 4.13

Distribution

— frames 4.05, 4.06, 4.07, 7.02

— methods, horizontal 2.07

— switchgear 2.07

— zones 5.13

Diverse routeing 4.04

Document image processing 2.02,
2.03, 4.03, 4.08, A.04, A.05

— effects on power consumption
5.0b

— resolution 2.02

Earth recall cabling 5.08

Earthing 5.01, 5.08

— external 5.09

Eavesdropping, radiation 3.03

EIA, see Electronic Industries
Association

Electrical
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— cables 2.06

— interference 2.02, 5.01, 5.07

— noise 6.08

— power 2.02, 2.05, 5.01

— screens 3.03

Electromagnetic radiation 3.03

— surveys 3.03

Electronic data interchange (EDI)
5.13, 7.03, A.03, A.05

Electronic Industries Association
(EIA) 4.14, 5.13, 6.09, 7.07

Electronic interface units 5.13

Electronic mail 5.11, 5.13, 7.03,
A0S

Emergency stairs 4.09

Employment patterns 2.03

Energy conversion factors 5.02

Energy management systems 5.12

Engineering design systems A.04

Environmental control 4.03, 6.02,
7.03

Environmental hazards 4.08

Equipment rooms 4.03, 4.07

Ethernet 8.03, A.03

European Community 5.11

FKuropean Computer Manufacturers’
Association (ECMA) 6.09, 7.07

Facilities management 2.08, 8.01

Facsimile A.03

False floors 6.08

Fibre-distributed data interface
(FDDI) 7.07 A.03

Fibre-optic cables, see Optical-fibre
cables

File servers 5.06

— power consumption 5.05

Financial information services 4.10,
6.07

Financial services sector, see also
Dealing rooms, 4.02, 4.07

Fire 4.08, 4.13, 7.03, 7.04, 7.05,
8.05

— detection systems 2.07, 7.04

— extinguishers 7.05

— load 4.05

— prevention systems 2.07, 5.12

— protection 4.16, 6.09

— resistance 7.07

— resistance, cables 6.09

— walls 7.02

Fit-out stage 2.06

Flooding 4.08

Floors

— access 6.08

— boxes 6.05, 6.06

— depth 4.02

— false 6.08

— penetration 4.12

— plans 4.02

— space requirements 2.04

Frame rooms, see also Distribution
frames, 4.05, 4.12, 7.01, 8.02

— layout 7.02

— location 4.06

— size 4.07

Furniture 6.04, 8.05

— layout 2.07

Generators 2.05,

— back-up 5.03,

— diesel 5.06

Glare 6.10

Halon systems 7.05

Heat 5.10

— detectors 7.05

— dissipation 5.10

— gains 5.10

— IT 5.10

— local control 5.11

Heating, ventilation, and air
conditioning systems 2.05, 5.10,
5.11

High bit-rate channels 7.02, 7.06,
7.07

2.07, 5.02
5.06

Highly serviced zones 4.03, 8.02

Homework 2.03

Horizontal distribution method 2.07

HVAC systems, see Heating,
ventilation, and air conditioning
systems

IBM

— Cabling System (ICS) 5.13, 6.09,
7.06, 8.03

— PS/2 personal computer A.05

IEE, see Institution of Electrical
Engineers

Image processing, see Document
image processing

Industrial land values 3.01

Information technology (IT) 2.01,
A.01

— cabling contractors 2.06

— consultants 2.06

equipment space allocation 2.07

— evolution A.03

— management rules 8.05

— service spaces 7.01

— small power demand 5.05

Installation 2.07, 8.03

Institution of Electrical Engineers
(IEE) 5.08

— wiring regulations 5.08

Integrated Services PABXs (ISPBXs)
A.03

Integration A.04, A.06

Intelligent skin 5.10

Intelligent telephones 6.07

Intercoms 4.10

Interference 2.02, 3.03, 5.01, 5.07

International Standards Organisation
(I80) 6.09,7.07, A.03

Interworking A.05

ISDN 2.03, 3.02, 3.03, 4.10, 7.06,
A.03
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IS0, see International Standards
Organisation

IT, see Information technology

KiloStream 7.02, A.03

Land values 3.01

LANs, see Local Area Networks

Lee House 4.02, 4.03

Lighting

— controls 5.12

— overhead 6.10

Lightning 6.01

— arresters 5.09

— conductors 5.09

Local area networks (LANs) 2.02,
2.04, 5.06, 4.10, 4.11, 4.13, 4.15,
6.07, 7.06, 7.07, 8.03, A.03, A.05

— broadband 8.03

Local communications A.03, A.06

London Bridge 4.02

Low Smoke and Fume spread (LSF)
sheaths 7.04

Main distribution frames (MDF), see
also Frame rooms, 4.05, 4.06,
4.07

Mainframe computer room, space
allocation 5.03

Mainframe computers 2.02, 5.02,
A.03

Maintenance 8.04

Management contractors 2.06

Management rules 8.05

Mechanical and Electrical (M&E)
engineers 2.06

Media libraries 7.03

Meeting rooms 2.04

MegaStream 7.02, A.03

Mercury Communications Ltd (MCL)
3.02, 4.04, 4.10, 7.06, A.03
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Microcomputers, see Personal
computers

Microwave 4.04, 4.09

Minicomputers 4.03, A.03, A.06

— space requirements 4.03

Multiplexors 4.03, 7.02, 7.06

Nameplate load 5.04

National Electrical Code (NEC) 7.07

Network cabling 4.10

Network-management systems 8.04

Network-terminating equipment 7.02

Networks, private-circuit 3.02

Noise management 4.03

Office automation A.04, A.06

Office

— buildings 2.03, 4.01

— costs 2.03

— layouts 5.11

— lighting 6.01, 6.10

— power 5.04

— scenery 6.01

Office sytems, see Office automation

Office of Telecommunications, see
OFTEL

Off-site storage 7.04

OFTEL 4.10, 6.07, 7.06

Open-plan offices 4.02, 6.02, 6.03,
6.04, 6.08

— growth 4.02

Open Systems Cabling Architecture
(OSCA), see British Telecom

Optical-fibre cables, 2.02, 4.03, 4.05,
4.11, 4.13, 6.09, 7.07

Optical-to-electrical signal convertors
2.02

Opto-electronics A.02

Organisation of the future 2.03

Organisational structures 2.03

Owner-occupier development 2.06

Owner's manual 2.08

Ozone layer 7.05

PABXs 4.05, 4.06, 4.07, 4.10, 5.08,
6.07, 7.02, 7.06, 7.07, 8.04, A.03

— cordless 6.09

— earthing 5.08

— Integrated Services PABXs
(ISPBXs) A.03

— replacement 4.07

Paging 4.10, 7.06

Paper storage 2.02, 2.04

Paper-handling areas 7.03

Parallel computers A.02

Partitions 6.03

Patching frames 4.07, 4.13, 4.15

Patching rooms, see Cable-patching
rooms

Personal computers 2.02, 2.04, 5.13

— penetration 2.02, 2.04

Photocopiers

— heat dissipation 5.10

— power 5.05, 5.07

Plant rooms 2.07, 4.08, 8.02

Power, see also Uninterruptible
power supply (UPS), and Small
power, 5.02, 5.03, 5.04, 5.05,
5.06, 5.07, 8.05

— clean 5.07

— computer rooms 5.02, 5.03

— cooling systems 2.05

— demand 5.02, A.03

— distribution systems 5.07, 6.07

— electrical interference 5.07

— equipment 5.03

— failure 5.06

— growth in demand 5.03

— lines 3.03

— mainframes 5.03

— outlets 5.07

— ratings 5.03

— requirements 2.05, 2.07, 6.06

— security of supply 5.06

— shared machines 5.06

— suppliers 2.07
— telecommunications closets 7.08
— wiring 6.07
Precabling 6.09
Premises Distribution Systems (PDS),
see AT&T
Primary distribution spaces 7.06
Printers 7.03, A.03
— heat dissipation 5.10
Private-circuit networks 3.02
Processing power 2.02, 5.03, A.02,
A.03
Programming A.02
Project teams 2.06
Proprietary terminal protocols 8.03
Public address systems 5.12
Quantity surveyors 2.06
Radar systems 3.03
Radiated interference 5.07
Radiation 4.04, 5.07
— electromagnetic 3.03
— radio-frequency 3.03
Radio
— communications 6.09
— environment 3.01, 3.03
— waves 3.03
Recabling 4.07, 4.10, 8.03
Records management 8.04
Reduced-instruction-set computers
A.02
Refurbished buildings 8.02
RISC, see Reduced-instruction-set
computers
Risers 2.07, 4.10, 4.16, 7.01, 8.02,
8.05
— access 4.12
— construction 4.12
— cupboards 4.13, 4.15, 4.16
— location 4.09
— size, non-voice 4.11
— size, voice and network services
4.10
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Ropemaker Place 4.02
Sabotage 4.08

Satellites 3.02, 4.04

— antennae 4.04, 4.09, 8.05

— dishes 3.03

— equipment rooms 4.13

— TELECOM 1 3.02

Screed depth trunking 6.05
Screened cables 5.08

Screen resolution A.03
Secondary distribution

— cable routeing 6.08

— choice of cable type 6.09

— requirements for cable space 6.07
Security 4.03, 4.10, 5.12, 5.14, 7.03,

8.05

— power supply 5.06
Semiconductor engineering A.02
Servers

— power consumption 5.05
Service-entry cupboards 4.05
Service presentations

— density 6.05

— nature 6.06

Service provision 5.01

— space allocation 5.01
Service spaces

— IT 4.01, 7.01

— plant-room 4.01

Services infrastructure 2.05
Shading, external 6.10

Shared machines, power

consumption 5.05

Shell-and-core stage 2.06, 2.07
Signalling speeds 4.13
Signalling systems 8.03

Sleeve and fire stopping 4.12
Sleeves, ceramic 4.12
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»
Small power
— demand 5.04, 5.05
— growth 5.04

— initial supplies 5.04

— ultimate capacity 5.05

Smoke detectors 6.09, 7.056

Social areas 2.04

Space

— allocation 2.04, 4.13

— depth 4.02

— planning 2.07, 6.02 6.03, 8.02

— requirements 2.04, 2.07, 4.07,
4.08, 5.06

Speculative development 2.06

Stacking plans 2.07, 8.01

Staff, space requirements 2.04, 4.07,
4.10, 5.05, 8.05

Standards 4.14, 5.13, 6.09, 7.07,
8.03, A.03

Standard terminal signalling schemes
8.03

Standby generators, see Generators

Star topologies 4.11, 6.09, 8.03, A.03

Storage

— off-site 7.04

— online 2.02, A.06

Storey height 4.08

Subcontractors 2.03

Sunar Race furniture systems 6.08

Supercomputers A.02

Surge arresters 5.09

Systems architecture A.06

System X 3.02

System Y 3.02

TELECOM 1 satellite 3.02

Telecommunications

— cabling, see Cables

— closets, see Wiring closets

— connections 4.03

-~ entries 4.04

— links 2.02

— networks 5.02

— services 3.01, 3.02

Telephones 4.10

— cordless 6.09

— earthing 5.08

Television 4.04, 4.10

Teleworking, see Homework

Terminal

— penetration 2.04

— protocols 8.03

— support 4.10

Termination frames 2.07

Testing 2.07

Test jack frames 4.05

Token ring 4.15

Trading floors, see Dealing rooms

Transaction processing A.04

Tray width 4.11

Twisted pairs 4.06

Underfloor

— cable layout 2.07

— layout 2.08

— trays/trunking 2.07

Uninterruptible power supply (UPS),
see also Power, 2.07, 2.05, 4.03,
5.02, 5.03, 5.06

Unistrut 7.08

Uplighting 6.10

Usable tray width 4.11

Utilities, future requirements 6.06

Vacuum cleaners 5.07

Vandalism 4.08

Ventilation 4.13, 5.10

Videoconferencing 4.04

Video services 4.11

Visual display units 3.03

Voice communication 6.07

Voice recognition 6.04

Von Neuman, John A.02

Water pipes 2.06

Water-sprinkler systems 7.05

Wide area communications A.03
Wideband communications 2.02
Wireless systems 6.09

Wiring closets 2.02, 4.06, 4.11, 4.13,

4.14, 4.15, 4.16, 7.01, 7.08, 8.02,
A.06

— cable entry 4.16

— construction 4.16

— layout 7.08

— lighting 7.08

— location 4.14, 7.08

— planning 4.13

— size 4.15, 4.16

— space allocation 4.16

Wiring regulations 5.08

Word processing 5.11

Work centres 2.04

Workgroups 4.03

Working hours 5.11

Workstations A.03, A.05, A.06

— cabling 4.11

— heat dissipation 5.10

— integrated A.05
— intelligent A.05
— penetration 2.02, 2.04, 5.05, A.05
— power consumption 5.05
— usage 5.05




—_— V. N - - MR - WENEEESY. BN 0 WEESSmmel - 00O WESEmw 0 EEREENRA W AR L

Photoset and printed in Great Britain by Flexiprint Ltd., Lancing, Sussex.



B S SN - R — WS SN

Butler Cox ple
Butler Cox House, 12 Bloomsbury Square,
London WC1A 2LL, England
2 (01) 831 0101, Telex 8813717 BUTCOX G
Fax (01) 831 6250

Belgium and the Netherlands
Butler Cox BV
Burg Hogguerstraat 791,
1064 EB Amsterdam, The Netherlands
= (020) 139955, Fax (020) 131157

France
Butler Cox SARL
Tour Akzo, 164 Rue Ambroise Croizat,
93204 St Denis-Cédex 1, France
= (1) 48.20.61.64, Télécopieur (1) 48.20.72.58

Germany (FR)
Butler Cox GmbH
Richard-Wagner-Str. 13, 8000 Miinchen 2, West Germany
= (089) 5 23 40 01, Fax (089) 5 23 35 15



	Page 1 
	Page 2 
	Page 3 
	Page 4 
	Page 5 
	Page 6 
	Page 7 
	Page 8 
	Page 9 
	Page 10 
	Page 11 
	Page 12 
	Page 13 
	Page 14 
	Page 15 
	Page 16 
	Page 17 
	Page 18 
	Page 19 
	Page 20 
	Page 21 
	Page 22 
	Page 23 
	Page 24 
	Page 25 
	Page 26 
	Page 27 
	Page 28 
	Page 29 
	Page 30 
	Page 31 
	Page 32 
	Page 33 
	Page 34 
	Page 35 
	Page 36 
	Page 37 
	Page 38 
	Page 39 
	Page 40 
	Page 41 
	Page 42 
	Page 43 
	Page 44 
	Page 45 
	Page 46 
	Page 47 
	Page 48 
	Page 49 
	Page 50 
	Page 51 
	Page 52 
	Page 53 
	Page 54 
	Page 55 
	Page 56 
	Page 57 
	Page 58 
	Page 59 
	Page 60 
	Page 61 
	Page 62 
	Page 63 
	Page 64 
	Page 65 
	Page 66 
	Page 67 
	Page 68 
	Page 69 
	Page 70 
	Page 71 
	Page 72 
	Page 73 
	Page 74 
	Page 75 
	Page 76 
	Page 77 
	Page 78 
	Page 79 
	Page 80 
	Page 81 
	Page 82 
	Page 83 
	Page 84 
	Page 85 
	Page 86 
	Page 87 
	Page 88 
	Page 89 
	Page 90 
	Page 91 
	Page 92 
	Page 93 
	Page 94 
	Page 95 
	Page 96 
	Page 97 
	Page 98 
	Page 99 
	Page 100 
	Page 101 
	Page 102 
	Page 103 
	Page 104 
	Page 105 
	Page 106 
	Page 107 
	Page 108 
	Page 109 
	Page 110 
	Page 111 
	Page 112 
	Page 113 
	Page 114 
	Page 115 
	Page 116 
	Page 117 
	Page 118 
	Page 119 
	Page 120 
	Page 121 
	Page 122 
	Page 123 
	Page 124 
	Page 125 
	Page 126 
	Page 127 
	Page 128 
	Page 129 
	Page 130 
	Page 131 
	Page 132 
	Page 133 
	Page 134 
	Page 135 
	Page 136 
	Page 137 
	Page 138 
	Page 139 
	Page 140 
	Page 141 
	Page 142 
	Page 143 
	Page 144 
	Page 145 
	Page 146 
	Page 147 
	Page 148 
	Page 149 
	Page 150 
	Page 151 
	Page 152 
	Page 153 
	Page 154 
	Page 155 
	Page 156 
	Page 157 
	Page 158 
	Page 159 
	Page 160 
	Page 161 
	Page 162 

