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Report synopsis

In this report, we identify six emerging technologies that are not yet in widespread
use, but will be important to systems managers by 1995. We describe the nature of each
technology, the application areas it can address, and the benefits it can provide. We
also provide advice on how a systems department can identify opportunities for
exploiting these technologies, and how it can design and implement applications that
make use of them.

A Management Summary of this report has been published separately and distributed
to all Foundation members. Additional copies of the Management Summary are
available from Butler Coxr.




Chapter 1

Six key technologies for the 1990s

Every systems manager has learned to live with
the continuing stream of new products and
services available from information technology
(IT) suppliers. Every business has become
accustomed to applying new types of IT to more
and more of its operations and in ever more
innovative ways. Minicomputers, high-level
languages, and decision-support systems are just
a few of the hardware and software develop-
ments that, within the last 30 years, have
evolved from academic curiosities, through
innovative products, to become accepted
practice in the application of IT. During the
1980s, personal computers, fourth-generation
languages, word processors, facsimile trans-
ceivers, expert system shells, local area net-
works, spreadsheets, and executive-information
systems have evolved in similar ways, although
not all of them have yet reached the stage of
being universally accepted.

As we enter the 1990s, suppliers continue to
claim that their latest products are based on
significant technical innovations. Busy systems
executives know from experience that many of
these so-called innovations are likely to be little
more than enhancements of existing tech-
nology, and their scepticism about suppliers’
claims means that they may fail to spot the
really significant advances in information
technology. The purpose of this report is to
identify the emerging technologies that will
become important to systems managers within
five years (by 1995). It is the first in a series of
such reports, which we propose to publish
regularly from 1990 on. The annual technology
review will constitute one of the six Foundation
Research Reports each year.

We have not set out to be exhaustive, but have
concentrated, instead, on a few technologies
that have particular potential. In choosing the
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technologies to investigate, we concentrated on
hardware and software innovations that:

— Are not currently in commercial use to any
great extent.

— Will be developed significantly within the
next five years, resulting in products that
will come into widespread use.

— Have the potential to make a substantial
impact on the way in which Foundation
members apply IT to their businesses.

— Are not restricted to a few, specialised,
industry sectors.

We identified six technologies that met the
criteria, and each forms the subject of one of
the chapters of this report. They are parallel
computers, groupware, hypermedia systems
(sometimes known as multimedia systems),
techniques and tools based on artificial-
intelligence concepts, neural networks, and
speech recognition. We believe that each of the
six presents opportunities for the effective use
of IT from which most members will be able to
benefit within the next five years. The
Appendix contains a brief commentary on the
other technologies that we considered, but that
were not studied in detail. They are data
compression; optical-fibre local area networks
based on the FDDI standard; image processing;
local area wireless networks; metropolitan area
networks; object-oriented design, programming,
and data management; user interfaces; and very
small aperture (satellite) terminals (VSATS).

We also excluded technologies that have been
covered in recent Foundation Reports or that
will be dealt with in reports in the near future.
We do not therefore describe in any detail the
developments in mobile communications, docu-
ment-image processing, or system development
tools.




Chapter 1 Six key technologies for the 1990s

This report, like future reviews of new and
emerging information technologies, is different
from many other Foundation Reports, because
it deals with technologies where there is either
very limited experience as yet, or where the
experience has been gained in circumstanges
quite different from those of most Foundation
members. This means that there is a lack of
conclusive evidence to support the views
expressed. The report is therefore based on our
considered opinions about the way in which the
selected technologies will develop, and the
likely implications of those developments. These
opinions are based on our own research, the
opinions of experts in the various technologies,
and our own experience, gained over many
years, of forecasting and analysing develop-
ments in IT. The research team and the scope
of the research carried out for this report are
described in Figure 1.1.

We do not suggest that each Foundation
member organisation should actively seek to
exploit all of the six technologies. Many mem-
bers will already have committed their IT
research and development resources to the
investigation of other technologies that are
particularly important to them. Indeed, we were
pleasantly surprised to find that about half
of the 140 members who replied to the
questionnaire sent out at the beginning of the
research have an IT research and development
unit. The average annual budget of these units
is about $900,000. The most common new
technologies being studied (or implemented)
were expert systems, CASE, workstations,
document-image processing, electronic data
interchange, and system development tools. All
of these have been the subject of recent or
forthcoming Foundation Reports, and are
already being used successfully by many
Foundation members.

Do

Figure 1.1 Scope of the research and research team

We began the research by identifying more than 30
areas of IT in which important innovations and develop-
ments seemed to be occurring. We sought views on
each of these from noted authorities in the area (both
from academe and industry), and took account of the
published views of many more. We then applied our
selection criteria to reduce this list to eight technologies.
Each of these was investigated in more detail, with smart
cards and very large knowledge bases being excluded
from the report. We were unable to find the broad
impacts of smart cards and we doubt that very large
knowledge bases will have a major impact within the
timescale covered by this report.

The research was led by David Flint, Butler Cox's
research development manager. He was assisted by
David Butler, Chairman of Butler Cox, Simon Forge, a
senior consultant based in our Paris office, and Fergal
Carton, Kevan Jones, Richard Pawson, and Martin Ray,
all consultants based in London.

During the research, we sought the views of leading
experts in each of the technology areas we studied.

We are very grateful to these and the many other
people outside Butler Cox who contributed their insights
and experience to this report.

In this report, we concentrate on the potential
of the six emerging technologies identified
above, none of which is yet in widespread use.
To help Foundation members evaluate them, we
therefore describe the nature of the technology
and the recent advances that have developed
the technology to the stage where it is nearly
ready for commercial exploitation. We then
discuss the application areas that the technolo-
gies can address, and the benefits that they can
provide. We also provide guidelines on how a
systems department might tackle the practical
issues of identifying Opportunities for exploiting
the technologies and for designing and imple-
menting applications that make use of them.
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Conventional mainframes and minicomputers
have several processors and memory units,
interlinked via backplanes, buses, and other
high-speed links. In most systems, only one of
these processors runs the application programs;
the others are reserved for specialised functions
such as the control of peripherals and networks.
These computers are generally known as
‘uniprocessors’. Parallel computers, on the other
hand, are designed so that an application can
run on more than one, sometimes on thousands,
of processors. By operating in this way, they can
provide much greater computing power than
UNiprocessors.

Parallel computers therefore include multi-
processor mainframes and supercomputers such
as the large IBM 3090s and the Cray YMP, which
typically have about four processors. These
types of parallel computers have been available
for several years and are extensions of well
established technologies. The most interesting
developments in parallel computers are occur-
ring in other areas, however, where genuinely
new types of computers, based on parallel-
computing technology, are being developed and
are beginning to provide significant business
benefits. The world’s most powerful computers
are now parallel machines that have thousands
of processors and provide processing rates of up
to 60,000 mips (about 300 times the power of
a large IBM mainframe). This means that they
can run suitable applications much faster, and
at much lower cost, than is possible on a
uniprocessor. Early users of these new types
of parallel computers have found that the
hardware is up to 30 times cheaper than uni-
Processors.

An example of the price/performance available
from parallel computers is provided by a
Transputer-based workstation available from
Parsys in London. The minimum configuration
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Chapter 2

Parallel computers

costs about $75,000, but it provides pro-
cessing power equivalent to 40 IBM mips or
80 Vax mips. (MIPS are not directly comparable
between different computer architectures. For
example, one IBM mainframe instruction is
typically equivalent to two Vax instructions or
four instructions on a RISC [reduced-instruction
set computer] machine. One IBM mips is there-
fore approximately equivalent to two Vax mips.
Throughout this chapter, mips relate to the
specific computer architecture being discussed.)

Another advantage of parallel computers is that
they can often be enhanced simply by inserting
a board containing additional processors. This
means that processing power can be added in
small increments as demand increases. Users of
parallel computers have therefore found that
they have been able to defer some of their
planned investment in hardware until the extra
capacity is required.

The power and cost advantage of parallel
computers is particularly useful for new types
of science and engineering applications, and for
database management. Parallel computers will
certainly be required — for example, for
research on the decoding of the human genetic
code — and they enable holograms to be
produced from CAD designs, without the need
to construct a model or to use photography.
Figure 2.1, overleaf, shows a molecular model
produced at Harvard University using Thinking
Machines’ Connection Machine. This is typical
of the types of application that can be run on
parallel computers today, because large
amounts of processing power are required to
handle the complex mathematics of molecular
modelling.

In database management, the power of parallel
computers can be used to provide flexible and
cost-effective access to the largest databases,
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Parallel computers can provide the pro-
cessing power required for the c?mplex
mathematics of molecular modelling

Figure 2.1

The photograph is a computer image generated on a Cannection
Machine, and represents the oxygen, nitrogen, carbon, and
hydrogen atoms of a complex enzyme.

(Source: Thinking Machines Corporation)

and to facilitate new approaches to information
retrieval. Benchmark tests conducted by Se-
quent, which provides the Symmetry parallel
computer, and Ingres (formerly Relational
Technology), the providers of the Ingres
relational database management system, have
shown than that a four-processor Symmetry,
costing about $500,000 and running Ingres,
outperforms Digital, Hewlett-Packard, and IBM
computers costing up to four times as much.
Over the next few years, many organisations
will experience huge increases in the volume of
data that is stored online. Parallel computers
will therefore increasingly be used to manage
and provide access to this data.

Parallel computers can also be used instead of
uniprocessors for a range of conventional appli-
cations, including communications switching,
transaction processing, timesharing, and deci-
sion support. The use of parallel computers has,
however, been held back by the shortage of
application packages, a lack of compatibility
with existing systems, the need for special skills,
and uncertainty about the future viability of
some of the suppliers. Each of these barriers is
being eroded by current developments, and we
e€xpect parallel machines to play a substantial,
although partly unrecognised, role in commer-
cial computing by 1995.

Parallel machines will also stimulate the move
to open, Unix-based, standards. Unix is already

the commonest operating system for paralle]
machines. Parallel machines will provide the
Unix market, which is already growing rapidly
because of the open-standards policies of
governments and some major users, with the
advantages of even higher price/performance
and access to kinds of applications that would
be impractical with uniprocessor computers,
The availability of open-architecture paralle]
computers will change the IT market in
profound ways. In particular, it will make it
possible to treat the acquisition of mini-
computers and mainframes as commodity
purchases, thereby weakening the historical
dominance of suppliers of proprietary systems.

The nature of parallel-
computer technology

The processor designs used in the most powerful
uniprocessor computers are becoming more and
more complex and are approaching the limits
of current technology. These Processors can be
made faster only by making them more
complex, which often makes them much more
expensive. Over the last five years, the power
of uniprocessor mainframe computers has,
according to IBM, increased by 18 to 20 per cent
per year. Such an increase is insufficient to keep
up with the growth in demand for processing
power, however. Many organisations’ proces-
sing-power requirements are growing at 50 per
cent a year. Parallel computers are the only
long-term means available for meeting the
increased demand.

In the course of our research, we identified
more than 30 commercially available parallel
computers, and more are announced every
month. They vary greatly in size and design, and
hence, in their advantages relative to uni-
processors and to each other, but they can be
classified into two main types — shared-memory
systems and distributed-memory systems. In
shared-memory systems, all the processors have
access to the same memory. In distributed-
memory systems, each processor has its own
memory, and communicates with other pro-
cessors by sending messages.

Shared-memory systems

Shared-memory parallel computers span a wide
range, from dual-processor minicomputers to
eight-processor supercomputers (see Figure 2.2).
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The largest supercomputers and mainframes,
such as the Cray YMP and the IBM 3090, are
parallel computers. The use of multiprocessor
designs has enabled suppliers to increase the
total processing power of their computers faster
than they could increase the power of a single
processor. The largest Cray system, for example,
can now perform at an average of 250 Mflops
(million floating point operations per second)
and at up to 1,700 Mflops in short bursts for
specific types of processing. However, because
the memory is shared among all the processors,
the power of these systems is limited by the rate
at which data can be transferred to and from
memory. Once this limit is reached, the addition
of more processors produces no further increase
in performance.

Programming this type of parallel computer
requires an approach known as ‘coarse-grained
parallelism’, which requires a program to
be divided into relatively large chunks that
are then allocated to processors. These chunks
may be the same as programs run on a
uniprocessor, which means that uniprocessors
and shared-memory parallel computers may be
compatible.

The processors in multiprocessor supercompu-
ters and mainframes are extremely complex
devices, implemented using state-of-the-art
technology. One measure of this is the processor
cycle time — 6 nanoseconds in the latest
Cray, compared with 30 to 60 nanoseconds in
a PC. The processors used in this type of parallel
computer are therefore very expensive.

Chapter 2 Parallel computers

Other categories of shared-memory parallel
computer use less powerful processors (these
are sometimes known as ‘processor farms’).
Like distributed-memory systems, which are
discussed below, this type of parallel compu-
ter can be implemented using the same
technology as PCs, sometimes using the same
processors. As Figure 2.3 shows, this type of
technology results in computers that cost much
less for each unit of processing power than large
computers. Parallel computers can therefore
provide the power of a supercomputer or
mainframe, but have a price/performance ratio
similar to that of a PC.

Figure 2.3 For each mips of processing power, small
computers cost less than large ones

A J

Price per mips

(1989)

@ Mainframe
@ Minicomputer
@ PC
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Figure 2.2 Shared-memory parallel computers span a wide range
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Chapter 2 Parallel computers

Distributed-memory systems

Some of the most interesting parallel compu-
ters are distributed-memory systems in which
each processor has its own dedicated memory.
Figure 2.4 shows that there are two main
categories of distributed-memory machine —
single-instruction, multiple-data (SIMD), and
multiple-instruction, multiple-data (MIMD)
systems — and gives some examples of each
category. In each case, as the terms suggest,
each processor has its own dedicated data store,
but in an SIMD machine, every processor runs
the same program in synchronisation, whereas
the processors in an MIMD computer may all run
different programs.

Single- and multiple-instruction streams

SIMD parallel computers require simpler
processors than MIMD computers and are thus
cheaper to build. In some cases — Active
Memory Technology’s Distributed Array Pro-
cessor, for instance — the processors handle
data in single bits, rather than the 32- and 64-bit
words that are usual in other architectures.
SIMD computers are well suited to applications
in areas such as fluid mechanics, where the
same laws of physics apply to every part of the
fluid, which means that the calculations for

different parts can be allocated to different
processors. (This is termed ‘fine-grained
parallelism’.) Since it is necessary to use all, or
at least a large part, of an SIMD computer to
solve a single problem, such computers are cost-
effective only for large problems.

MIMD computers can be used in a much more
flexible way, however. Although they are more
expensive to build than SIMD computers, they
may be quite small. A Cogent XTM system with
14 processors, for example, has a power of 140
mips but occupies a box only about twice the
size of an IBM PC. They can also be easily
expanded. The NCUBE 2, a large MIMD system,
can be expanded from 64 processors (about 512
mips) to 8,192 processors (over 60,000 mips or
27 Mflops, about 15 times as fast as the largest
Cray). MIMD computers are usually programmed
by using a technique known as ‘medium-grain
data-flow programming’.

Communications topology

Processors in distributed-memory systems
communicate by sending messages, either
directly or via a message-switching system.
Since some of these systems can have many
thousands of processors, there are many ways
in which they can be Interconnected, giving rise

Figure 2.4 There are two main categories of distributed-memory parallel computer
| Nature of Maximum number
Category parallelism Product Type of processor of processors
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to many different hardware architectures. At
present, the most successful approach for large,
distributed-memory systems seems to be an
architecture called the hypercube, in which
each processor is directly connected to others
in a predefined pattern. As the size of the
computer is increased by adding extra proces-
sors, additional connections are added to
existing processors.

The advantage of this type of architecture is
that the communications capacity increases as
the size of the computer increases. This is a
considerable advantage because the ultimate
limit on the performance of a parallel computer
is set by its communications capacity. Scientists
at Sandia National Laboratories in New Mexico,
which carries out research on nuclear power
and weapons, have shown that a 1,024-proces-
sor NCUBE 2 machine (which is based on the
hypercube architecture) can run 1,000 times
faster than a uniprocessor computer. (Their
paper reporting this received a Gordon Bell
award in 1988 for its ‘contribution to parallel
processing for practical, full-scale, problems’,
and the Karp Prize for the first demonstration
of a 200-fold or more increase in speed due to
the use of a general-purpose parallel computer.)

Recent advances

During the last five years, parallel-computer
technology has emerged from the laboratories
of suppliers and of universities and is now
incorporated in commercially available products
that provide unprecedented power. There have
also been important advances in data handling
and software, and changes in users’ perceptions
of parallel computers.

Processing power

Laboratories and vendors are working to im-
prove both the power of individual processors
and the number that can be included in a single
machine. The advances that are being made are
still extremely rapid. In September 1989, for
instance, SGS-Thomson in France bought the
Inmos semiconductor company from the British
company, Thorn-EMI. Inmos designed and
produced the Transputer, which is still one of
the few single-chip computers to have been
specifically designed for incorporation in
parallel computers. Inmos’s new owners
immediately announced both price cuts, which
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will make the cheapest (10 mips) model available
in bulk for $20, and a future model with a

processing power ‘in excess of’ 100 mips or 20
Mflops. -

Vendors such as Intel, Sequent, and NCUBE
have already produced their second generation
of parallel computers. In the United States,
Project Touchstone, a collaboration between
Intel and the Department of Defense, is
intending to use 2,048 Intel 80860 RISC pro-
cessor chips to produce a 20 Gflops parallel
computer. The German supercomputer start-up
company, Suprenum (a subsidiary of Krupp
Atlas Electronik, with links with three other
industrial firms, four government laboratories,
and five universities), has demonstrated a
32-processor machine. Suprenum’s aim was to
have a 256-processor, 5 Gflops machine avail-
able by the end of 1989, and a Teraflop (a million
million floating-point operations per second)
machine available by the mid-1990s. This is
about 500 times the power of the largest Cray
supercomputer.

Data handling

Initially, parallel computers did not provide very
good data-transfer rates, an area critical to both
commercial systems and to some scientific and
engineering applications — geophysical analysis,
for instance. More recently, some suppliers have
applied parallel-processing principles to data
handling:

— Intel and NCUBE have designed highly
parallel input/output systems to comple-
ment their processing systems. The 127-
processor, concurrent, input/output system
for the Intel iPSC/2 has a throughput of
700M bytes per second. (By way of com-
parison, the largest possible IBM 3090 can
have 128 channels running at 4.5M bytes
per second, giving a total throughput of
576M bytes per second.) In the NCUBE 2,
the input/output system contains one
processor for every eight ‘application’
processors (see Figure 2.5, overleaf). Since
each input/output processor can support
several devices of varying kinds, the system
throughput depends upon the actual con-
figuration. However, the maximum data
throughput of the largest possible NCUBE 2
system is 32 gigabytes per second.
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Figure 2.5 The NCUBE 2 has one inpu_t;'oqtpt.’rt pro-
cessor for every eight ‘application
processors

@ Application processor

@ Input/output processor

— Interprocessor communications link
----- Input/output communications link

— Thinking Machines Inc uses the technique
of ‘data spreading’ in the DataVault of its
Connection Machine. Instead of recording
successive bits of a word along a disc track,
each bit is written to a different disc drive.
The DataVault is an assembly of 42 disc
drives, 32 of which are used for data bits
and seven for error-correction bits. (The
remaining three drives are standbys.) It is
therefore possible to remove any one of the
drives without reducing the performance
of the system. The DataVault can transfer
data to the Connection Machine at rates up
to 150 million bytes per second.

— IBM s also using the data-spreading tech-
nique in its Input/Output Access Method,
a ‘supercomputer system extension’ for
3090 computers.

Software

Operating systems and other system software,
compilers, and application packages are being
developed for parallel computers. These devel-
opments mean that, in some circumstances, it
is already possible to transfer applications from
uniprocessors to parallel Processors without
having to rewrite them completely. In our view,

it will be relatively simple, by about the end of
1992, to write applications that can be trans-
ferred from uniprocessors to parallel computers
in a way that enables them to exploit most of
the advantages of parallelism.

Operating systems

Most operating systems for parallel computers
are based on Unix. Although Unix was designed
for uniprocessor computers, the well defined
interfaces between its components, and the
relatively small size of its kernel (the part that
runs in closest contact with the hardware),
made it an obvious choice for parallel com-
puting. Its popularity in the academic and
engineering markets, and its (mostly) non-
proprietary nature, also made it attractive to
start-up companies with limited resources,
which have done much of the pioneering work
in developing parallel computers.

Work is underway at several academic and other
laboratories to make Unix more suitable for
parallel computers, and to provide a standard
approach to parallelism. The most successful
‘parallel Unix’ so far is the Mach operating
system, developed at Carnegie Mellon Univer-
sity, Pittsburgh, and this is emerging as a defacto
standard. Early in 1989, AT&T, Olivetti, and
Prime Computer announced a joint project to
integrate the multiprocessor features of Mach
into Unix System V. At the end of 1989, the
Open Software Foundation, a software house
developing system software for major vendors,
decided to base its first version of Unix on Mach.
(During a visit to the Open Software Foundation
in May 1989, Butler Cox Foundation Study Tour
delegates were told that the version of Unix to
be used in the operating system would be based
on IBM’s AIX. The Open Software Foundation
has, in fact, changed its mind and now favours
Mach.)

Other system software

Another approach to parallelism, known as
Linda, has been developed at Yale University.
Linda is based on a concept called ‘tuplespace’,
which ecan be thought of as a generalisation of
the relational data model. Unlike relational
tuples, however, Linda tuples may contain
executable code as well as data. The program-
mer need not — in fact, cannot — consider the
location of tuples, but can create, retrieve, and
process them,
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The Linda tuple operations have been incorpora-
tedinto several programming languages, includ-
ing C and Fortran. Linda has been implemented
on a variety of parallel computers, including
those made by Encore, Intel, Meiko, NCUBE,
and Cogent Research. Scientists at Sandia
National Laboratories, New Mexico, showed
that 14 Vaxes, located across the United States
and linked through Linda, were faster than a
Cray for certain types of problem. Standards
based on Linda are under development.

Another significant system software develop-
ment for parallel computers is the Strand
programming tool, developed by Artificial
Intelligence Ltd in the United Kingdom. Strand
provides a language, but more significantly, it
allows modules written in other languages, such
as C, Fortran, Cobol, and Pascal, to be integrated
with it. Artificial Intelligence Ltd has imple-
mented Strand on several parallel computers,
including Sequent’s Symmetry, Intel’s iPSC/2,
and Inmos’s Transputer (which forms the basis
of several parallel computers). Strand users
include the Argonne National Laboratory in
Illinois, Case Communications in the United
Kingdom, Provincial Management Services in
the United Kingdom, Ellemtel Utvecklings AB
in Sweden, and the University of Tokyo.

Strand also runs on uniprocessors such as the
Sony News workstation, Sun 3 and 4
workstations, and Intel 80386-based PCs. When
staff at the Argonne National Laboratory used
Strand and the C programming language to write
a matching algorithm for DNA sequences, it ran
20 per cent faster than a previous version
written in C alone. The main reason for this was
that the programmers did not have to concern
themselves with controlling the use of the
parallel computing resources. Strand allowed
them to concentrate on the parallel
characteristics of the problem. When running
on a l16-processor Encore Multimax, this
application ran nine times faster than on a one-
processor Multimax.

Compilers

Compilers are available for parallel computers
for an increasing range of languages. The
compilers available for the Encore Multimax, for
example, include Ada, Basic, C, Cobol, Fortran,
Lisp, and Pascal. The compilers available for the
Sequent Symmetry include Ada, C, Fortran, and
Pascal, and these languages have been extended
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by Sequent to support multitasking. Some
compilers for parallel machines (the Fortran
compiler, for example, available from Alliant,
a US manufacturer of minisupercomputers) are
able to recognise some of the parallelism implicit
in existing sequential programs, and create a
separate piece of code for each task that can
be run concurrently.

Applications and development tools

Several organisations have transferred, or are
in the process of transferring, technical
applications from uniprocessors to parallel
computers. Suppliers of software development
tools have also begun to create versions of their
products that can be used on parallel computers.
Software products available (or under
development) for the Sequent Symmetry
include the Oracle, Ingres, Informix, and Unify
database management systems, and
development toolkits such as Accell/SQL and
Focus. Software products available for the
Encore Multimax include the Informix, Ingres,
and Oracle database management systems, the
WordPerfect word processing software, the
20/20 spreadsheet, and a Pick-compatible
interface that enables users to run Pick, as well
as Unix, applications. The existence of parallel-
computer versions of compilers for commonly
used languages, of well known database
management systems, and of other system
software means that it is relatively easy to
transfer existing applications to a parallel
computer.

Changes in users’ perceptions

Until recently, most business computer users
perceived the developments in parallel com-
puters as being of little relevance to them. This
perception changed during 1989, when IBM
announced that its future top-of-the-line
machines will come from parallel-computer
developer, Supercomputer Systems Inc, the
company founded by Stephen Chen and his
design team (Chen was previously employed by
Cray to design a massively parallel supercom-
puter). User organisations are now beginning to
recognise that parallel computers can be a much
more cost-effective solution than supercom-
puters, and the commercial fortunes of existing
supercomputer companies are beginning to
suffer as a result. One parallel-computer
supplier told us, ‘‘Many buyers have switched
from a prejudice against parallelism to a
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prejudice in favour of it; we are content to be
judged on our performance.’”’

Applications

Parallel computers are already being used
successfully in a range of applications, examples
of which are listed in Figure 2.6. We believe
that, for the first half of the 1990s, the most
important applications of parallel computers will
continue to be in the science and engineering
areas. However, parallel computers are already
being used in commercial data processing as
database machines, and they will increasingly
be available as general-purpose Unix computers.
They will also be used for new types of
applications, such as the management of very
large knowledge bases, the generation of
holographic images, image processors, and
realtime, complex decision-support systems.

Science and engineering

Parallel computers are already widely used for
science and engineering applications, and there
are many examples of applications processing

Figure 2.6 There are already examples of successful
parallel-computing applications in
several areas

The Sikorsky Aircraft Division of United Technologies
Corporation has begun to use a 16,000-processor
Connection Machine to design the blades of helicoptor
rotors. This machine provides the power of a Cray
supercomputer at 20 per cent of the cost.

The Bristow Helicopter Group, the United Kingdom's
leading civilian helicopter operator, uses a Sequent
Symmetry S81 with eight processors and 80 megabytes
to run a complex maintenance—scheduling package.
IBM used a 212-processor machine called ‘EVE’ to
simulate the chips used in the AS/400. This system
resulted in a substantial reduction in development time
because designs could be tested before the chips were
available,

Royal Insurance in the United Kingdom installed a
Teradata machine in July 1987 to provide decision-
support facilities to managers as part of its new,
devolved, management structure. The first operational
use of the machine was to help the company to
manage the follow-up of claims after the severe storm
that swept the south of England in October 1987.

Reliance Mutual, a life assurance company, used
packages based on the Ingres database management
system to help with the introduction of new products in
1988. These packages run on an 8-processor,
32-megabyte, Sequent Symmetry $27 computer.
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being speeded up by very significant factors, A
range of tools (Fortran compilers, for example)
is becoming available for developing these types
of applications, and some of the tools have
‘automatic parallelisation’ facilities, which
means that the developer does not have to code
the application explicitly to make the best use
of the parallel-processing facilities. There is also
an increasing variety of application packages,
aimed at the science and engineering industries,
available for parallel computers.

Database machines

The growth in the size of databases has, for
some years, been threatening to outrun the
capacity of even the largest mainframes. The
management of large databases requires both
large amounts of processing power and high
data-transfer rates. It is also more efficient if
the management of large databases is controlled
by specially designed, rather than general-
burpose, processors. To meet these needs,
parallel computers are increasingly entering
commercial use as database machines.

To date, the most successful parallel-processor-
based database machine is the DBC/1012 from
Teradata Inc. This machine can have from 6 to
1,024 processors, each managing a single disc
drive. The database can be accessed by using
a variety of facilities, including SQL, Focus, and
the Al-based Intellect query language. Database
queries are converted to SQL and distributed to
all the processors that manage the relevant data.
As of October 1989, 55 DBC/1012 systems had
been installed, the largest of which was a
168-processor (170 mips) system used by Citi-
bank for its ‘relationship banking’ system.
(Delegates on the Foundation’s 1988 Study Tour
of the United States visited Teradata and heard
at first hand how the DBC/1012 is being used
in a range of commercial database applications.)

Vendors of database management systems are
also working to modify their products so that
they can be used on parallel computers. Oracle
has been developing its ‘parallel server
architecture’ since 1986, and in 1989, Ingres
announced that it would make its relational
database management system, with an
optimised ‘parallel database query’ option,
available on Sequent machines.

Parallel-computer-based database machines are
also available for smaller databases and as local
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area network servers. During 1989, a start-up
company, Netframe Systems, announced that
its new multi-80386 servers would support the
Oracle database server.

At present, database machines based on parallel
computers have mainly been used to manage
structured data stored in conventional
databases. Access to unstructured data, such as
text, images, and graphics, is becoming more
important because of the growing use both of
workstations with high-quality image and
graphics capabilities and of document image
processing systems. Future developments in
groupware (which is discussed in Chapter 3) and
hypermedia systems (the subject of Chapter 4)
will mean that it is essential to be able to access
unstructured data. The problems associated
with accessing such data, which include slow
response times and incomplete retrieval, are
more severe than those associated with
structured data. Parallel computers have the
potential to solve these problems.

The management of structured data is now
based on a proven theory — relational analysis.
There is no equivalent theory for the manage-
ment and retrieval of unstructured documents,
which impedes the design of suitable systems.
Relational databases are not suitable for this
purpose, although they are sometimes used for
lack of any other available tool. There are,
however, promising developments based on the
concept of ‘objects’ and other techniques
derived from Al-research, and on hypermedia
systems. One early approach, the use of
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the relevance-feedback technique on a Con-
nection Machine (see Figure 2.7) in the Dow
Jones DowQuest retrieval system, was demon-
strated to Foundation Study Tour delegates in
May 1989. Nevertheless, none of these
developments has yet proved itself in large-scale
general use.

Whatever technique is used for managing
unstructured data, it is likely to require sub-
stantial processing power. It is our view that
only parallel computers can provide the power
required to solve the information-retrieval
problem for unstructured documents at an
affordable price.

General-purpose commercial computing

To date, the only parallel computers that have
been used to any extent in commercial
computing applications are MIMD database
machines and shared-memory multiprocessors,
such as the Sequent range. We believe that,
during the first half of the 1990s, MIMD
machines will increasingly be used to run
commercial data processing applications as well
as database management systems. With the
exception of shared-memory multiprocessors,
such as the IBM 3090 and Vax 8800, these
machines will usually run Unix, or parallel
operating systems based on it, such as Mach.

Shared-memory processor farms were the first
parallel computers to be used for commercial
applications, because they have the widest
range of commercial software and require the
least change in system-design and programming

of unstructured information

The Dow Jones DowQuest retrieval system was demon-
strated during the Foundation’s 1989 Study Tour of the
United States. In most information-retrieval systems, the
user must specify certain words that the retrieval
documents must or must not contain. He can usually also
specify how close together these words must be. The
system then searches predefined indexes to identify the
documenis. (This is known as a boolean search.) In
specifying the document-selection criteria, the user must
make a trade-off between failing to retrieve important
documents and retrieving too many. This requires
considerable skill, so most information-retrieval work is
delegated to specialist librarians and information officers.

The technidue of relevance feedback has been pioneered
by Keith van Rijsbergen at the University of Glasgow and

Figure 2.7 Dow Jones uses a Connection Machine and the relevance-feedback technique to retrieve large quantities

Gerard Salton at Cornell University. In relevance-feedback
systems, the user must first identify one document that
heips him, possibly using a boolean search. He then asks
the retrieval system to rank all other documents stored in
the system according to their similarity to the first document.
This approach is easier for non-specialists to use, because
they can usually easily recognise relevant and irrelevant
documents. (In many respects, relevance feedback is anal-
ogous to using prototyping for clarifying user requirements.)

Relevance feedback requires very large amounts of
processing power, however, Dow Jones uses a 32,768-
processor Connection Machine to provide the DowQuest
service and has a similar machine as a standby. Even so,
the service includes only news items in the year prior to
the date of searching.
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techniques. They are also the most mature type
of parallel computer. Indeed, some smaller
organisations have already transferred all of
their commercial data processing onto parallel
computers. The experience of one early
commercial user of parallel computers is
described in Figure 2.8.

It will take longer for distributed-memory MIMD
machines to come into widespread use. Initially,
they will be used to provide a mixture of novel
applications and timesharing services. They are
unlikely to be widely used for conventional
transaction-processing applications before the
end of the 1990s. Because of their distinctive
nature, distributed-memory MIMD machines
will initially be kept separate from mainstream
systems, in order to minimise the risks in the
event that the vendor does not continue in
business.

Distributed-memory SIMD machines will be used
in a relatively small number of ‘niche’
commercial applications, such as the DowQuest
system described in Figure 2.7 and some of the
novel applications discussed below.

Novel applications

The general nature of some of the new types
of application that will be made possible by
parallel computers is already clear.

Large knowledge bases: As we explain in
Chapter 5, Al-derived techniques will be used
to manage the very large knowledge bases that

organisations will increasingly find it necessary
to construct. Like most techniques derived from
Al this will require huge amounts of processor
power. Parallel computers will be the only way
of providing the power at an affordable price,

Holograms: Parallel computers can be used to
synthesise holographic images from design
information, thereby producing realistic three-
dimensional images of the object being designed.
Such images will be more meaningful than
engineering drawings to marketing personnel,
for instance. SIMD machines are especially well-
suited to this type of application.

I'mage processing: Parallel computers will also
be used to provide the Image-processing
capabilities that will be needed for factory- and
warehouse-automation systems and for security
purposes. This type of application may well be
implemented on special-purpose machines, such
as those being developed to run neural
networks. (Neural networks are the subject of
Chapter 6.) These special-purpose machines will
be embedded in robots and surveillance systems.

Realtime, complex decision-support systems:
Parallel computers have the potential to trans-
form decision-support systems, making them
much more responsive to the needs of their
users. They could, for example, be used to
provide Al techniques that can help the user to
identify relevant facilities and information, and
to interpret the results. Database machines
based on parallel computers can be used to

This major company was recently formed by the merger
of several independent companies. Although it is the
‘brand leader' in its home market, it was not the market
leader in any one major region. It therefore wanted a
system that would give it a competitive advantage in the
distribution business, although it also wanted to reduce
costs. The company did not believe that its existing
systems could provide the basis for doing this, so it
investigated the opportunities for using new technologies,
including fourth-generation languages, relational
databases, and parallel computers. The Sequent S81 was
selected as the basis for the new distribution system
because it provided a price/performance about 30 times
better than comparable computers and supported suitable
development tools. The system was built using an
advanced development tool and a relational database
management system.

Figure 2.8 By using a parallel computer, a distribution company has been able to reduce delivery times considerably

The distribution system is extremely sophisticated. Orders
are collected during the day and are input to the system
from handheld devices. The system then decides on the
best route for the delivery vehicle, consistent with the
delivery requirements of each customer. It allocates
drivers and vehicles to the routes decided, according to
specified criteria. Vehicle maintenance is included in the
application. Use of the system will eventually enable the
company to reduce the required number of drivers and
trucks, although this will occur progressively as existing
trucks are not replaced.

The system allows the company to achieve a very rapid
delivery cycle. All orders received by 4.00 pm are delivered by
8.00 am the next day, if required. The systern can generate up
to 100 optimised routes in three hours. Previously, the various
companies that merged to form this company achieved
delivery cycles of between 24 and 48 hours.
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retrieve relevant information from a variety of
structured and unstructured sources, and can
then try out many different combinations of the
data in rapid succession.

Problems and barriers

Despite their considerable advantages, parallel
computers are, at present, being used only to
a limited extent in commercial data processing
and office systems, and their use is far from
universal in scientific and engineering comput-
ing. The main barriers inhibiting the wider use
of parallel computers are their lack of
compatibility with existing systems, a shortage
of application packages, the need for special
skills, and uncertainties about the long-term
future of vendors and hardware architectures.

Lack of compatibility with
existing systems

The most important barrier to the wider use of
parallel computers is their incompatibility with
existing uniprocessor systems. Most organisa-
tions have large investments in applications
software, and will want to be able to run this
software on any future systems that they
purchase. Most parallel computers use the Unix
operating system (or variants of it), and since
Unix is not yet in widespread commercial use,
these computers cannot generally be used to run
existing system software, packages, or
internally written applications.

Suppliers are addressing this problem by
implementing widely used software products,
such as Oracle and its development tools, on
parallel computers. In the case of Oracle, this
will provide a software ‘virtual machine’ that
is compatible with existing computers that run
Oracle. The priorities for creating parallel-
computer versions of popular software packages
are, of course, set by the current customer base
for parallel computers, which is still largely in
the scientific and engineering fields.
Nevertheless, the software available for some
parallel computers is already adequate to
facilitate the rapid construction of business
applications.

Applications written for existing Unix systems
(and those written for other operating systems,
but which make little or no use of features
specific to the original operating system,
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transaction-processing monitor, or database
management system) may often be transferred
to parallel Unix computers without great diffi-
cultly. Although these applications will benefit
from the price/performance of parallel compu-
ters and the ease with which such computers
can be increased In size, they may not run
faster. In order for an application to run faster
than it would on a uniprocessor, it will often be
necessary to make significant changes, which
in some cases, will amount to a complete
rewrite.

Shortage of application packages

Most of the application packages available today
have been written for uniprocessors, since that
is where the potential market for such products
lies. Sometimes, an application package does not
need to be changed to run on some parallel
computers, particularly shared-memory sys-
tems. Thus, Cray multiprocessors can run the
same programs as Cray uniprocessors, the Vax
6000 multiprocessor will run any Vax programs,
and IBM applications will, of course, run on
multiprocessor 3090 mainframes.

Many Unix packages can be run on parallel
computers, although they may not make the
best use of the facilities available. Some parallel
computers also emulate the Pick operating
system, which provides users with a further
range of application packages to choose from.
In addition, the suppliers of packages for
scientific and engineering applications are
beginning to create versions of their packages
for parallel computers, mainly as a result of
pressure from their customers. Progress in the
commercial field is much slower, however,
although we expect to see a gradual increase
over the next few years in the range of
application packages available for parallel
computers.

Need for special skills

To run very large processing-intensive applica-
tions on distributed-memory machines, it is
necessary to write them so that they fully
exploit the benefits provided by parallel
computers. This means that systems designers
and programmers will need to use new
approaches. Designers will need to consider how
applications can be divided into tasks that can
run concuirently, and programmers will need
to learn the techniques for mapping these tasks
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onto the available processors and for managing
and synchronising communications between the

processors.

The design issues and the techniques vary
according to the kind of parallel machine being
used, and the particular model. Distributed-
memory MIMD machines, for example, require
the synchronisation process to be explicitly
managed. However, parallel software environ-
ments such as Linda and Strand (both of which
were discussed earlier in this chapter), relieve
the programmer of some of this work and
provide a method that is independent of
particular machine architectures.

There is already evidence to suggest that the
task of programming a parallel computer is not
as difficult as it may at first appear to be. Craig
Fields, Deputy Director for Research at DARPA,
the US Defense Advanced Research Projects
Agency, reported at the Foundation Inter-
national Conference in October 1987 that
DARPA’s programmers have little difficulty
writing computer programs for parallel com-
puters. (The full transcript of his presentation
was published as a Foundation Position Paper
in March 1988.)

Uncertainty about the future of
vendors and architectures

The market for parallel computers is at a very
early stage of development. It is characterised
by a wide variety of technologies and suppliers,
competing for a market that is, at present, quite
small. Inevitably, some of the specialist suppliers
In the market today will go out of business,
Already, some products have been withdrawn
or are no longer supported, and it is highly likely
that this will also happen to some of the
products currently available. Prospective users
of parallel computers are therefore under-
standably cautious about investing in systems
that they may not be able to upgrade or
enhance.

More important, they are unwilling to develop
applications and skills that may be made
obsolete by changes in technology or market
conditions. Software-product suppliers share
these reservations, and are not usually prepared
to develop special versions of their products for
systems that may never be sold in large
numbers.
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These concerns are being addressed in three
main ways:

— ‘Parallelising compilers’ are being devel-
oped, so that programs written for uni-
processors can exploit the power of paralle]
computers.

— Parallel software environments, such as
Linda and Strand, are becoming available.
These provide a method of handling paral-
lelism that is independent of particular
machine architectures. Programs written

- for such environments will be able to run
on a variety of parallel computers, and even
on uniprocessors.

— The implementation of popular database
management systems, languages, and
development tools will enable programs to
be transferred easily to other computers,
and will reduce the need for development
staff to have machine-specific skills.

Thus, the investment made in software for a
parallel computer need not be lost if the supplier
goes out of business. The developments outlined
above will allow the applications to be trans-
ferred to another parallel computer.

Implications for systems
departments

Parallel computers are no longer just a research
curiosity. Today, shared-memory multiproces-
sors are a viable alternative for commercial data
processing systems. Database machines based
on parallel computers are a valid option for
large-scale data management. Distributed-
memory systems are viable for scientific and
engineering applications, and will be so for
commercial applications in the next few years.
The use of all types of parallel computers in
business computing is set to grow, and systems
managers should now take four steps to position
themselves to exploit this technology. They
should evaluate database machines, look for
processing-intensive applications, track the
development of software for parallel machines,
and consider an experimental project.

Evaluate database machines

Some pioneering users of parallel-architecture
database machines have already gained con-
siderable benefits, and the price/performance
of these machines will improve rapidly as they




penefit from further developments in parallel-
computing technology. For many Foundation
members, this type of application provides the
best route into using parallel computers because
it allows existing applications to be retained.

The use of database machines is not restricted
to large data centres. Local data-handling
requirements will grow very rapidly over the
next five years, particularly with the introduc-
tion of electronic document management,
hypermedia systems, and groupware. These
requirements can be met by providing a
database machine as a shared resource on a local
area network, where its data-handling capa-
bility will complement the personal autonomy
and usability of PC-based or Unix workstations.
Developments in cooperative processing, client-
server architectures, and standards for data and
documents will make this an increasingly
feasible approach. Servers based on parallel
computers are already available from several
vendors, although they do not yet provide all
of the benefits they could, because of the
immaturity of software environments for local
area networks.

Look for processing-intensive applications

In addition to scientific and engineering appli-
cations, many organisations have some potential
applications that would be impossibly expensive
orslow if they were implemented with today’s
uniprocessor computers. These applications
- include the processing of complex models, the
visual representation of designs, and the
retrieval of information from databases and
document archives. Parallel computers will
bring the computer power required for such
applications within the reach of smaller
organisations, and will continue to increase the
power available to the largest users.

Foundation members should therefore review
the case for any such applications that have
recently been rejected, in the light of parallel-
computer capabilities and costs. They should
also look at current applications of parallel
computers in other organisations, to see
whether they suggest possible applications in
their own businesses.

Track the development of software
for parallel machines

Although parallel-computer software is
advancing rapidly, it is still not possible, in most
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cases, to transfer existing business applications
to parallel computers without substantial
rewriting. Even Unix applications cannot
usually exploit the full power of parallel
architectures unless they are substantially
rewritten. However, rapid progress is now being
made in transferring packages, tools, and system
software to parallel computers, and the more
intelligent compilers make it easier to transfer
applications. Moreover, generalised parallel-
programming environments, such as Strand and
Linda, may soon become de facto standards.

User organisations should therefore keep track
of the developments in software for parallel
computers, and watch out for the emergence
of standards. The emergence of standards, even
de facto standards, will indicate that the time
has come for non-pioneering organisations to
consider installing parallel computers.

Consider an experimental project

To gain experience with parallel-computing
technology, we suggest that systems depart-
ments carry out an experimental (or pilot)
project. The chosen application should have a
short life, and can be based on relatively low-
cost parallel workstations, or add-on boards for
PCs and workstations. Thereafter, and certainly
until standards emerge, parallel computers
should be used only for applications where:

— The benefits are very great, probably be-
cause the applications require substantial
processing power and are amenable to
parallelisation. These will usually be in the
scientific and engineering fields.

— The computers can run relevant applica-
tions and development software. Thus,
organisations that have already chosen
Unix as a standard software environment
could consider using shared-memory
machines. In the foreseeable future, there
will be sufficient software available for
distributed-memory systems to allow them
to become a real alternative as well.

In view of the specialised nature of parallel
computers, any expertise should, for the time
being, be developed within a small team. As the
technology matures, it should be possible to
transfer some of the expertise to mainstream
development staff, while restricting the more
technical aspects to systems programmers.
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Implications for the
IT market

Parallel computers will hasten the emergence
of a more commodity-like market for IT
products. Today, many mainframes and mini-
computers can be used only with proprietary
operating systems provided by their vendors,
and programs written to work with one
operating system cannot usually work with any
other.

By contrast, a significant degree of operating
system standardisation already exists in the PC,
engineering-graphics, and supercomputer
markets. The emergence of standards for MS-
DOS and Unix systems has increased
competition amongst the vendors of this type
of hardware, with obvious benefits to users.
This trend has developed furthest in the market
for engineering workstations, where some users
have rejected superior technology, such as
Apollo’s Domain distributed computing system,
in favour of Unix and related standards.
Suppliers such as Apple, Digital, IBM, and
Hewlett-Packard, who have strong commit-
ments to proprietary operating systems in other
markets, have all been obliged to offer Unix on
their engineering workstations.

As we described in Report 69, Software
Strategy, open standards based on Unix are
becoming increasingly important in the office
automation and commercial minicomputer

markets. A few major users have already
adopted Unix as a software standard for this
reason. It is also clear that open standards will
become significant for mainframes. These issues
will be considered in greater detail in a future
Butler Cox Foundation Position Paper, The
Future of the Open Systems Market.

In the context of these developments, parallel
computers, which will mostly be Unix systems,
are likely to transform the market for
commercial computing products. In particular,
they will have price/performance ratios far
superior to today’s products and will enable new
types of applications to be developed. Parallel
computers are already allowing their suppliers
to win contracts on the basis of their superior
price/performance.

Parallel computers will therefore be 2 driving
force in commoditising the market for
minicomputers and mainframes, and this will
put increasing pressure on the suppliers of
proprietary systems. The vendors of such
systems will have difficulty competing because,
in a commodity market, profit margins have to
be reduced to a minimum. In order to compete,
all vendors will have to reduce their support
costs, either by eliminating support functions
or by automating them, and will need to seek
additional profits from software. The result of
these changes will be increased instability in the
IT-supply market. User organisations will be able
to obtain remarkable bargains, but from
suppliers who may not survive.




Groupware is the generic name for computer
software that supports the ways in which groups
of people work together. Although groups of
people can collaborate by using a variety of IT
facilities, including widely available ones such
as facsimile, and less common ones such as
videoconferencing, groupware is concerned
with explicitly supporting the collaboration
processes. Groupware is also sometimes known
as ‘computer support for collaborative work’.

The nature of groupware

Computer users’ needs to communicate and
collaborate with their colleagues are often met
by providing an electronic mail system. Such
systems are seldom integrated with the com-
puter applications, and do not usually provide
support for the collaboration processes. In order
to support group collaboration fully, a system
must include functions such as diary manage-
ment, commitment management, and meeting
mediation (which is equivalent to chairing an
‘electronic’ meeting). It must also support the
data structures and message formats related to
the collaboration.

In providing such support, groupware rep-
resents a natural extension of software for
workstations interconnected via a local area
network, a development of office automation
ideas, and a significant extension to office
systems. Most groupware systems can be per-
ceived either as enhanced electronic mail
systems or as enhanced conferencing systems
(which are themselves closely related to
electronic mail).

Groupware can be based on data networks, both
local and wide-area, PABXs, and the public
telephone network, and they can be provided
as public services or as systems for small teams.
Staff supported by a groupware system may be
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in the same room, or they may be spread over
several locations, or even time zones. Group-
ware systems are provided on personal
workstations that are usually, but not
necessarily, intelligent. However, the most
important groupware developments are exploit-
ing the power of intelligent workstations that
are interconnected by a local area network.

Groupware can provide many benefits to its
users, the greatest of which are improved
interpersonal communications, less ambiguity
about the work of the group and the roles of its
members, and the ability to involve more people
in decision-making. These benefits have
produced significant improvements in efficiency
and effectiveness for early groupware users.

Groupware is not a new idea. The concepts were
formulated at least 30 years ago by office
systems pioneer, Douglas Englebart, and
groupware systems were first built more than
20 years ago by Englebart’s team at the Stanford
Research Institute. Early groupware systems
supported relatively small groups of users, but
did not spread beyond these small communities.
They failed for two main reasons: they often
had complex and cryptic user interfaces, and
their developers perceived them as research
tools rather than as commercial products.
Furthermore, the claims made for groupware
systems were threatening to managers who
were used to conducting their interpersonal
communications without any technology except
the telephone. This, too, has slowed down the
introduction of groupware systems.

Current trends

Despite the continuing research and the high
attendance at academic conferences on the
topic, there has been no major breakthrough in
the understanding of collaborative work. Ner
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have there been any notable advances in the
ability to develop systems that support
collaborative work, although established
software suppliers and entrepreneurs are paying
close attention to the field, and some interesting
products have recently appeared.

Some of the research being carried out in the
area of groupware is intended to extend the
technology, some is concerned with providing
a more sophisticated model of the human
collaboration process on which the systems are
based, and some is concerned with creating
environments for investigating human behav-
iour. The Object Lens at MIT, for example, is an
attempt to extend the power of an electronic
mail system to support the exchange of com-
pbuter ‘objects’ in general, including data files
and programs. The Chaos system at the Univer-
sity of Milan is using expert-system techniques
to model the organisational context in which
people make commitments to each other.

The main impetus for the growing interest in
groupware is, however, the business pressure
that is creating the demand for more com-
puterised group-support facilities:

— Managerial and professional work is in-
creasingly done in ad hoc teams, sometimes
called task forces, which require more
flexible administrative‘support arrange-
ments than those provided by established
organisational structures.

— Inmany organisations, most of the routine
clerical work has already been com-
puterised. Much of the work that has not
been computerised depends upon human
communication between professionals and
managers.

— Experience of using PCs is continuing to
increase among managers and profes-
sionals. A significant proportion of senior
and middle managers in many Foundation
member organisations now have PCs on
their desks.

— Experience of using electronic mail systems
helps managers and professionals to see
computers as a communications medium,
not just as a means of processing in-
formation.

The growth in the number of PCs, and especially
of PCs interconnected via local area networks,
provides the technical basis for the provision of
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groupware. (Most of the more innovative group-
ware systems are being implemented on PCs and
local area networks.) According to IDC, the US
market research company, there are six million
network-connected PCs in the world today, and
this number is expected to rise to nearly 30
million by 1992. Figure 3.1 shows the infra-
structure used by most, groupware systems. This
infrastructure is significant, because:

— The power of the PC, and especially the
intuitive nature of the graphical interface
now being increasingly used on PCs,
enables developers to make groupware
systems (and other systems) much easier to
use.

— The increasing number of networked PCs
reduces the cost of providing groupware
facilities, since many of the required PCs
will already be in place.

— The transmission rates available with local
area networks facilitate rapid online
communication with other users.

Groupware products have begun to appear in
significant numbers only within the last two

- years, and most of these have sold only in small

numbers. This has not, however, prevented a
great deal of coverage in the media and at
conferences, in an effort to identify those
elements of groupware that will be most
successtul. The search is on for the groupware
equivalent of the spreadsheet.

This search is almost certainly misconceived.
Groupware, by definition, supports groups of
people, and as the working needs of groups vary
greatly, there are likely to be many kinds of
groupware. There will be both extensions to
existing products and new products aimed
specifically at group support (such as The
Coordinator, and Lotus’s Notes product,
expected in 1990, both of which are discussed
later in the chapter). We believe that, by 1992,
all major PC software products will provide
groupware facilities. In the longer term,
certainly by the end of the 1990s, groupware
will have been completely absorbed into office
systems.

Groupware systems

The principle of groupware has been applied
to a variety of business activities, including
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decision-making, document creation, and soft-
ware development. At present, most groupware
exists as discrete applications, each based on a
particular perception of the nature of col-
laboration. We call these systems ‘collaboration
managers’. As interest in groupware increases,
some developers have turned their attention to
the production of software systems that can be
used to support a variety of approaches to
collaboration. We call these ‘collaboration-
support systems’.
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Collaboration managers

Collaboration managers represent groupware in
its purest, and least integrated form. Figure 3.2,
overleaf, shows how a collaboration manager
can be perceived as providing an intelligent
front end to an electronic mail system. Different
developers of collaboration managers have,
however, based their systems on one of the
four different models of the collaboration
process.
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Figure 3.2 Collaboration managers represent group-
ware in its least integrated form
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— Commitment—management, which focuses on
the negotiation of work commitments.

— Computer conferences, which support open
discussion between the participants.

— Issue-based information systems, which sup-
port structured argument between the col-
laborators.

— Co-authorship systems, which support the
joint creation and group review of docu-
ments.

Because of the immaturity of the field, most
groupware systems currently support only one
of these collaboration models, although all of
them (and probably others as well) will be
appropriate for supporting the interpersonal
communications between the individuals in
some groups. Future groupware systems may
support several of these models, and they will
increasingly become available as integrated
aspects of more familiar data processing and
office systems.

Commitment managers

Commitment managers record the commitments
that people make to one another, track progress
against these commitments, and remind them
as due dates arrive. They may be linked to
resource-planning and resource-monitoring
systems.
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The best known commitment manager is The
Coordinator from Action Technologies of
Emeryville, California. (Delegates on the
Foundation’s 1988 Study Tour heard about The
Coordinator at first hand, when they visited
Action Technologies.) The Coordinator requires
its users to specify exactly what agreements
they are reaching with their colleagues. In
practice, commitments are often subject to
negotiation between the parties. A small part
of the set of possible steps in such a negotiation
is shown in Figure 3.3, Establishing a
commitment requires at least two steps, either
‘request’ and ‘promise’, or ‘offer’ and ‘accept’,
depending on whether the initiative comes from
the person requiring, or the person making, the
commitment.

Early users of The Coordinator have found some
difficulty in coming to terms with the rigorous
approach that it requires for making
commitments, and not all have been able to do
s0. Many of them use The Coordinator merely
as an electronic mail system, combining its easy
message-retrieval facilities with the typical
benefits of electronic messaging. A few,
however, have come to terms with the sharper
focus that this product forces the participants
to have on what is required, and by whom. As
aresult, they are able to take full advantage of
the facilities offered and have achieved
substantial benefits from using it.

At Frito-Lay, a US food manufacturer, for
example, The Coordinator is used by 300
members of the group responsible for moving
products from manufacturing centres to
distribution and retail outlets. Use of The
Coordinator avoids the misunderstandings that
used to occur frequently among the group.
Frito-Lay plans to extend its use to its
manufacturing and sales operations.

Computer conferencing

Computer conferencing has been used on a
limited basis for at least the last 20 years, and
is now a well proven approach to decision-
making and to the distribution of information
within organisations. Conferencing systems are,
nevertheless, still immature as commercial
products, and there is great scope for improving
both the functions and the connectivity they
provide.

Computer conferences are based on software
such as Hewlett-Packard’s Confer and Digital’s
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Figure 3.3 Negotiating a commitment requires at least two steps, but can be much more complicated

In the simplest case, a request is made, and a promise is extracted.
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Vax Notes. They are usually implemented on
minicomputers or mainframes that are accessed
by conventional dumb terminals, which means
that computer-conference users do not have the
benefit of using a modern graphical interface.

Effective computer conferences require a
mediator who defines the subject, structures the
contributions, and directs the discussion. The
minimum number of people for a viable con-
ference varies, depending on organisational
culture, the significance of the conference topic,
and the availability of other sources of
information. In some circumstances, a handful
of committed participants may well be
sufficient; in others, several hundred may not
be enough.

To obtain the full benefits from computer
conferences, however, requires those who
might benefit from participation to be aware of
the existence of the facilities. The best way of
achieving this is to ensure that a reasonable
number of conferences are running con-
currently, and to provide simple ways of starting
and joining conferences. This implies that,
overall, there will be a few hundred users of

FOUNDATION

1990

computer conferences, and that conferencing
facilities are offered as an additional online
service over an existing data network.

Users of computer conferences report that the
systems provide an excellent means of obtaining
information from a large number of people.
Their experience is that contributions are
received from people who would not have
participated in face-to-face meetings, and that
the contributions are often more thoughtful
than they would have been in a face-to-face
meeting. This results in considerable savings in
effort, a significant speeding-up of work, and
often, better decisions or designs. Technical
staff in major computer suppliers such as IBM,
Hewlett-Packard, and Digital make extensive
use of computer conferences, where they are
now an integral part of normal business
operations. Other organisations have obtained
some of the benefits of computer conferencing
by using electronic mail systems to create
general-access mailboxes for particular topics.

Issue-based information systems
An issue-based information system (IBIS) is a
specific type of decision-support system for a
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group of collaborators. For those involved in
making a decision, an IBIS provides a way of
expressing different views in a consistent
manner and a means of resolving the different
views expressed. The IBIS approach to problem-
solving was developed by Horst Rittel, an
academic who divides his time between the
University of California at Berkeley and the
University of Stuttgart in Germany. It is aimed
at what Rittel calls ‘wicked’ problems — that
is, those in which the identification of a solution
requires some redefinition of the problem. The
approach provides a framework in which the
arguments for and against competing views can
be expressed.

Rittel’s work has formed the basis of software
known as gIBIS (graphical IBIS), developed at
the Microelectronics and Computer Corporation
in Austin, Texas. This workstation-based system
uses hypertext and forms the basis of a
documentation tool for software developers,
called Design Journal. During the first seven
months of use, 16 people used gIBIS, creating
1,100 interlinked nodes (that is, chunks of
text, explaining a position or advancing an
argument). Their experience showed that the
approach allows separate discussions of sub-
stantive and procedural matters to take place
and helps to expose people who make their
points by * hand waving, axe grinding, and
clever rhetoric’’.

One advantage of Design Journal (and also of
computer conferencing) is that it is possible to
back-track to discover the reasons for making
a particular decision and the range of factors
that were considered.

Co-authorship systems

Co-authorship systems help people to cooperate
on the preparation of documents. The systems
may allow multiple versions of documents, or
parts of documents, to exist concurrently, and
help to organise the flow and resolution of
comments on drafts. Anyone who has tried to
reconcile comments from half a dozen col-
leagues will see the advantages.

One of the leading co-authorship products is
ForComment from Bréderbund Software Inc,
which runs on networked PCs. This product
allows an author to circulate a draft, prepared
using any of a range of word processors, to
several colleagues for review. It then collates
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the comments according to the part of the
document they relate to, making it easier for the
author to assimilate and process the comments
According to recent research by Christine Bullen
of the Center for Information Systems Research
at MIT’s Sloan School of Management, early
users of ForComment find it extremely valuable.
They find that it is easier and faster to deliver
a document with ForComment, and they believe
that quality is improved, because they can take
account of more comments. A common criticism
of this product is that it is not integrated with
word processing software, which confirms our
view that groupware is an aspect of an
application, rather than a separate application
in itself.

Other commercially available co-authorship
products include Mainstay’s Markup, which
runs on Apple Macintoshes, and Network
Technology International’s Docuforum, which
runs under Unix. Some more sophisticated
systems are also under development. For
instance, Bellcore (which conducts research on
behalf of the Bell telephone companies) is
developing a system, to be known as Quilt, that
will run on a Sun NFS (Network File Service)-
based local area network, and will allow work
from several people to be merged into a single
document. Office Workstations Ltd, the
developer of Guide, an early personal hypertext
system, is developing Idex, which allows a group
of authors jointly to develop a large hypertext
documentation system.

Co-authorship systems can provide some quite
sophisticated facilities. Idex, for instance, has
been used to support document management at
a nuclear power station. Because of the
importance of safety to the nuclear industry,
and the pressure of regulation, it is vital that
technical documentation, such as operating
procedures, is kept up to date. Idex not only
provides facilities for authors to work
collaboratively on documents, but its hypertext
structure makes it easy for others to consult the
documentation online.

Collaboration-support systems

Collaboration-support Systems provide the same
kind of flexible support for group collaboration
as decision-support systems provide for
decision-making. They do this by providing
facilities for dealing with messages, documents,

X FOUNDATION

© Butier Cox plc 199¢




and procedures, although different systems
provide different degrees of support for each.
As Figure 3.4 shows, collaboration-support
systems usually provide skilled system de-
velopers with facilities for tailoring them for use
by others, often clerks. Some collaboration-
support systems are, however, aimed primarily
at managers and professionals. As with decision-
support systems, some collaboration-support
systems can be used in both ways. We refer to
the first group as ‘procedures processors’,
because they provide convenient facilities for
the definition of office procedures. The second
group is rather less well defined at present and
we refer to them as ‘message and document
processors’.

Procedures processors
As PCs and networks enter the workplace in
increasing numbers, electronic mail will be
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increasingly widely installed and used for
routine office tasks. Many of these tasks are
carried out by following clear procedures, often
formally documented, which lay down the
format of a document, when and to whom it
should be sent, and what the recipient should
do with it. Today’s electronic mail systems
cannot usually provide support for such
procedures, because they do not have facilities
for format definition, data validation, and the
routeing of documents. These types of facilities
do, however, exist in the workflow software
used with electronic document management
(EDM) systems, although these systems are too
expensive for general office use. (Electronic
document management was the subject of
Report 70.)

Procedures processors provide workflow-
definition facilities for PCs and host computers,

customising tools

!

Figure 3.4 Collaboration-support systems typically comprise mail and document-management components and
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most of which do not possess the full image
capabilities of EDM systems. They therefore
make it possible to automate routine and semi-
routine office procedures that are based on the
movement of documents between people rather
than on the capture and analysis of structured
data. Since most business processes include both
the movement of ‘documents’, and the storage
of information, the difference between an office
and a data processing system is largely one of
viewpoint. Procedures processors are therefore
best seen as a new kind of system development
tool, based on messages rather than databases.
Commercially available products include:

— LIFE (Linked Information Environment),
from Motorola Computer Systems Inc. This
Unix-based product runs on Motorola
hardware, and has four modules (for
producing electronic forms that look like
existing paper forms, for providing high-
volume data entry for back-office activities,
for providing high-speed, high-capacity
workgroup spreadsheets, and for work-
group electronic mail).

— Staffware, available in Europe from
London-based FCMC (Financial & Corporate
Modelling Consultants). This is also 2 Unix-
based product that has been implemented
on IBM PCs (running Xenix), NCR, Unisys,
and ICL computers. It automates routine
document-based procedures by creating
and routeing documents, ranging from
online internal memoranda to complete
legal contracts.

— Workhorse, available from a Dublin-based
company of the same name. Also Unix-
based, this product is a multitasking, multi-
user package that helps office workers to
automate their procedures. An MS-DOS
version is planned for early 1990.

Experience with a mail-based procedures
processor at Philips Electronics has shown the
power of this approach. Although this system
was originally installed to provide office
automation facilities (electronic mail, diary
management, and so forth), it has now been
used to build over 100 business applications
within the Philips group, including several that
would otherwise have had to be developed as
conventional systems. One, for instance,
supports the processing of credit claims. Within
each major business area, all credit claims are
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routed to a single credit controller. Philips has
defined and developed a structured ‘electronic
forms’ procedure that automatically routes
claims from anywhere in the group to the
correct controller, through a series of control
and authorisation stages. Because of the inbuilt
equivalent of an applications generator, the
system took only three man-months to develop
and implement, most of which was analysis and
liaison with the user departments. Apart from
staff savings, the system has reduced the time
to process each claim by 20 per cent, and
increased control, resulting in significant
reductions in outstanding debts and consequent
improvements in cash flow.

Since the ideas of document flow and document
format are familiar to every manager, pro-
cedures processors are likely to be particularly
suitable for use by managers who wish to
develop their own computer systems.

Message and document processors

We have coined the term ‘message and docu-
ment processors’ as a convenient means of
labelling two innovative systems in the group-
ware field. Because this type of system is so
new, it is not possible at bresent to give a
definitive description of a message and docu-
ment processor. Instead, we simply deseribe the
philosophy behind, and note some of the special
features of, an experimental system developed
at MIT, called the Information Lens, and the
Lotus Notes product, due to be released by
Lotus Development Corporation in 1990.

The Information Lens: Users of electronic mail
systems often find themselves with more mail,
and especially with more unsolicited mail, than
they can handle, Often, the more sophisticated
users of such systems have developed programs
to filter their incoming mail, suppressing items
of little interest and giving priority to those
likely to be most significant, such as messages
from their managers. These programs usually
have to be written in procedural languages, and
their effectiveness is limited because it is
difficult to recognise the subject and meaning
of the largely unstructured Incoming messages.
At the same time, managers and professionals,
with or without electronic mail systems, often
find that they are not told about useful facts
because those with the facts at their fingertips
did not know that they would be interested in
receiving them.

. FOUNDATION

plc 1990

Butler Cox p



Professor Tom Malone and his team at MIT have
attempted to solve both these problems by
developing an enhanced electronic mail system
called the Information Lens, which runs on
powerful Xerox workstations. (The principle
underlying the system is shown in Figure 3.5.)
Similar systems are being developed by several
vendors. Information Lens users use simple
§f . . then . .’ rules, rather than complete
programs, to specify the actions to be initiated
as the result of an incoming message. These
rules may delete, file, or set priorities for the
messages. The messages may be structured by
using ‘message templates’ defined by the system
administrator or individual users. This means
that the type of message can be determined
unambiguously, and the rules for dealing with
the message can be more effective. Users can
also make their outgoing messages available to
anyone who might be interested in them by
copying them to the ‘Anyone’ mailbox. Each
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user can also define rules that-scan both the
messages in the Anyone mail box and other
public information sources, such as newswires,
and pass relevant copies to them. This allows
users to regulate the inflow of unsolicited mail.

Lotus Notes: Lotus Notes is an information
management system that allows people working
on the same, or related, topics to share their
documents. Notes users need not work in the
same location, but each location will need its
own copy of the Notes database. It also provides
tools that can be used to construct document-
based applications. Since such applications are
unfamiliar to most systems staff, Lotus intends
to supply a range of complete application
templates that users can either install as they
stand or modify to meet their business needs.

Notes has two components — a document
database server, which typically runs on a
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Figure 3.5 In the Information Lens, a series of filters enables a user to define the actions to be taken as
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local-area-network server, and a workstation
program, which runs on an MS-DOS or 0S/2 PC.
This program provides a colour graphical
interface to the Notes system, and development
tools for creating Notes applications. Notes
includes its own word processor and it can
process documents created by other word
processors, and graphics and spreadsheet
packages. The Notes word processor is intended
for short documents and will probably not be
appropriate for documents that are either very
long or highly structured.

Notes users can define document formats,
including validation rules for individual fields.
Associated actions can also be defined. For
instance, a document type can be defined so
that it will automatically be transmitted to a
specified person. Whenever an instance of the
document type is entered into N. otes, a copy will
be sent to that person, using the embedded mail
system. Summarised document files can be
constructed, where certain fields taken from the
documents are visible on the screen, but the rest
can be seen only if the document is opened.
Notes has its own security system and tools for
the system administrator.

Lotus has identified three kinds of application
for Notes — computer conferencing, progress
tracking for a project or other work programme,
and information distribution. Notes has been
used for each kind of application, mainly by the
Notes development team within Lotus.

The integration of groupware
with other applications

Groupware exists separately today either as
collaboration managers or as collaboration-
support systems, but much of the functionality
of groupware systems will eventually be pro-
vided as aspects of other applications. Computer
conferencing, for instance, is, in concept, a
specialised use of electronic mail, while a co-
authorship facility would be most useful when
it is provided as an extension to a word
processing package.

During the next few years, we expect group-
ware functions to be added to PC packages and
office systems. We also expect the market for
dedicated groupware systems to grow. This
pattern of development will be similar to that
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of desktop publishing. During the past five
years, the success of this type of system has led
to the provision of desktop publishing functions
in the most advanced word processors, although
there is still a healthy market for dedicated
desktop publishing packages.

We also expect to see groupware functions
provided as part of specific applications, to
create ‘collaborative applications’ in areas such
as executive information, marketing support,
computer-aided design, and software develop-
ment. The structure of such an application is
illustrated in Figure 3.6. An early example of
a collaborative application is provided by an
advanced document-creation system, such as
Xerox’s Viewpoint, which provides support for
co-authorship of documents.

Other areas in which collaborative applications
are either under development or could be useful
include:

— Project management: There will be ad-
vantages in integrating resource-allocation
and resource-monitoring functions with
commitment-management systems. An
issue-based information system (IBIS) or
some other form of group decision-support
system might also be a useful extension to
a project-management system.

—  The development of complex documents and
multimedia systems: Any or all of the four
models of collaboration identified earlier
could form the basis of facilities that
support the development of complex
documents and multimedia systems.

— Engineering design: IBISs, computer con-
ferencing, and commitment managers are
all likely to be applied in engineering-design
applications.

—  Software development: Earlier, we men-
tioned the use of an IBIS to support soft-
ware developers. In the future, we can
envisage IBISs being integrated with system
development tools.

The impact of groupware

Groupware systems obviously have an impact
on organisational structures and individual
roles, but the most significant impact is that they
increase organisational efficiency and effective-
ness. McDonnell Douglas, for example, used
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groupware functions integrated with it
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The Coordinator commitment manager to sup-
port the design of a new helicopter. The project
was completed faster than similar previous
projects, even though contributions from more
people were incorporated.

Another example was provided by Professor
Shoshanna Zuboff in her book, In The Age of the
Smart Machine, in which she quotes the use of
the DIALOG computer-conferencing system by
a pharmaceuticals company. The conferences
reduced the duplication of unsuccessful
experiments and made it possible to disseminate
quickly the experience gained in one part of the
business to anyone else who could benefit from
that experience. Those who made extensive use
of the conferences claimed that they had up to
an additional five hours a week available for
working on their core activities. Some users felt
that the conferences enabled them to make
better decisions. Other researchers have
reported similar improvements in efficiency and
effectiveness from many groups who have used
groupware systems.

When they are deployed on a large scale,
groupware systems can potentially have at least
as great an impact on the work of managers and
professionals as data processing has had on the
work of clerks. Although the impact will be
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closely interwoven with that of other tech-
nologies, groupware will make a significant
contribution in its own right. The evidence so
far, and the results of research into the changes
in user behaviour brought about by computer
conferencing, suggest that the impacts of
groupware will be in three main areas: it will
place a greater emphasis on personal contri-
butions; it will allow organisational structures
to become more flexible; and it will improve
working practices.

Personal contributions will become
more important

Different forms of groupware will have dif-
ferent effects on the roles of staff. For instance,
when procedures processors are used to support
clerical work, the impact is likely to be local and
similar to that of other kinds of clerical
automation. When groupware is used by
managers and professionals, however, it can
significantly change their roles — by making the
management process more explicit, and by
reducing the importance of hierarchical
management structures. Groupware systems,
especially commitment-management systems,
make the process of management visible
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because they model parts of the process. As a
result, organisations will eventually be able to
recognise inefficiencies in their management
processes and managers, and to take corrective
action.

Organisational structures will become
more flexible

Typically, groupware systems will increase the
amount of interdepartmental communications,
encourage information sharing, and reduce the
need for direct control of the group’s day-to-day
activities. Groupware therefore supports the
flattening of the organisational hierarchy and
reductions in the numbers of middle managers,
and encourages a flexible, and ever-changing,
organisational structure. Peter Drucker, perhaps
the world’s best known management theorist
and consultant, believes that computer systems
will play an important role in the emergence of
organisational structures in which people will
be conducted, like an orchestra, rather than
receiving commands through a rigid hierarchy,
as in an army.

Working practices can be improved

The implementation of groupware provides an
opportunity to identify and rectify defects in
working methods, such as an excessive number
of steps in an approval process, delays caused
by people taking longer than necessary to
respond to a request for action, or undue
consideration being given to the views of
particular individuals. The working practices of
the team that the groupware is to support must
therefore be analysed before a system is
implemented. In some cases, this may cause the
team to change its working habits, even before
a groupware system is introduced, and this is
an important beneficial side-effect of the
process.

Problems in implementing group-
ware systems

There are four main problems with imple-
menting groupware systems, one of which is
managerial and three of which are technical:

— The managerial problem, which is much the
most significant, is concerned with the
likelihood of management opposition to the
introduction of groupware systems.

— The different local area networks on which
groupware systems will be based are not
compatible, which means that systems
cannot easily be transferred from one
network to another and cannot interwork
easily across sets of linked local area
networks.

— The local area network infrastructure may
- have to be upgraded.

— Current electronic mail systems cannot
support structured messages.

There is likely to be some management
opposition

Like other office systems that are intended for
use by managers and professionals, the use of
groupware systems cannot usually be enforced.
Groupware will therefore be successful only if
those who are candidates for using it can obtain
real benefit from it. Despite the fact that
benefits can be obtained, there is likely to be
some managerial opposition to the proposed
introduction of groupware systems. This arises
both because managers feel threatened by the
impacts that the systems are likely to have on
them and their roles, and because the use of
some kinds of groupware, especially computer
conferencing, looks too much like fun to be
work. This perception has caused managers to
veto conferencing systems in several organi-
sations.

In her book, In The Age of the Smart Machine,
Professor Shoshanna Zuboff tells of the suc-
cessful implementation of a large-scale
computer conferencing system in a pharma-
ceuticals company, and of its subsequent
termination by senior management. This shows
how hostility from senior management can lead
to the collapse of a highly successful application
with thousands of users. In the example quoted,
a significant part of the managerial hostility
arose from the apparent waste of time
associated with the ‘Computer Coffee Break’ —
an open conference, corresponding to informal
meetings, in which users often spoke un-
inhibitedly about the company.

Management opposition to the introduction of
groupware systems can sometimes be overcome
by:

— Explaining the nature and likely impacts of
the system to management before it is
implemented.
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— Establishing a code of good manners, so that
the system is not used as a medium for
disseminating offensive material.

— Implementing systems that are of high
value to smaller groups rather than being
of moderate value to larger groups.

Local area networks are incompatible

The various local area networks in common use
at present have different interfaces to appli-
cations programs. This continues to inhibit the
development of applications that exploit the
power of local area networks, because different
versions have to be produced for different
networks. Unfortunately, these incompatibili-
ties will not be resolved in the foreseeable
future. Each supplier of groupware software
will therefore either have to restrict himself to
a single software environment or have to pro-
duce separate versions for each environment.
Given the general trend towards using work-
stations from several vendors, and more than
one architecture, the larger groupware vendors
are likely to choose the latter option.

The local area network infrastructure
may have to be upgraded

A groupware system consists of at least two
parts, one supporting the individual user’s work
and one managing the interaction between
users. (This pattern matches the division
between a PC or workstation and a local area
network server.) The part of the system that
supports interaction between users needs to be
available continuously, whereas the part that
supports an individual needs to be available on
demand. It makes sense, therefore, to run the
two parts in separate computers — the former
on a server or shared minicomputer, and the
latter on the user’s workstation.

Although this type of arrangement can easily
be implemented on Unix workstations, it has
been difficult to achieve on networks of PCs and
Macintoshes because of the unsuitable nature
of the interface between PC applications and
servers. . The higher-level standards now
emerging, especially those associated with
0S/2 and SAA, will make it increasingly possible
to implement groupware in this way in the
future. The announcement by Novell, a leading
supplier of local area network software, that its
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NetWare 386 product will provide tools to sup-
port the splitting of applications into separate
client and server components, will also encour-
age the development of this type of application.

This approach may, however, require more
powerful servers than those now commonly in
use. Fortunately, these are becoming available
both from established minicomputer suppliers
such as Digital, Prime Computer, and Hewlett-
Packard, who are providing server functions on
their machines, and from start-up companies
(such as Netframe Systems of Sunnyvale,
California and Zenith Data Systems of Glenview,
Illinois) that are developing parallel-architecture
machines specifically to act as local area net-
work servers.

Current electronic mail systems cannot
support structured messages

Ideally, groupware systems would be imple-
mented as applications based on existing
electronic mail systems, in the same way that
data processing applications are often now
based on database management systems. This
would provide the groupware systems with the
full facilities of the mail system, avoiding the
need to include them in the groupware soft-
ware. Unfortunately, most electronic mail
systems are designed to support messages that
are analogous to an office memo; the heading
is defined, but the format and content of the
body of the text is completely unconstrained.
Most groupware systems, on the other hand, are
based on the notion of a ‘structured message’.

Structured messages have a predefined format,
content, or routeing, or several of these. Some
of their fields can be defined so that messages
with certain aspects in common can be grouped
together. Thus, a computer-conferencing system
groups the messages about the same subject, an
IBIS groups the messages that support the same
opinion, and a commitment-management sys-
tem groups the messages about a particular
commitment.

To provide effective support for groupware, an
electronic mail system should also be able to
support structured messages. For the time
being, it may therefore be inappropriate for
groupware systems to use existing corporate
electronic mail systems. In the medium term,
we expect the providers of mail systems to
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introduce support for structured messages, at
which point it may be possible to integrate
groupware software with these systems.

An alternative approach is to use an existing
electronic mail system to store the messages,
and to store the associated structured data
separately, under the direct control of the
groupware system, as shown in Figure 3.7. This
approach, however, may require the appli-
cations to provide their own word processing
facilities, and it is difficult to do this well.

Implications for systems
departments

The idea of computer support for collaborative
work creates opportunities for user organi-
sations, but because these opportunities will not
always be appreciated by business managers, it
will be necessary for the systems department
to explain them. Success with groupware is
more than usually dependent on active support
from those who will use the system. In taking
the initiative to introduce groupware, systems
departments should seek areas of the business
where they are least likely to encounter staff
who are likely to claim that ‘‘the PC is a single-
function machine”, “‘you can’t communicate by
computer keyboard’, and “‘I can’t possibly
change the way I work’’.

We set out below the specific issues that need
to be considered when selecting and
implementing groupware applications. We also
consider the impact that groupware is likely to
have on overall systems planning.

Figure 3.7 An alternative approach to groupware is
to store the structured data separately
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Selecting applications

When considering appropriate areas of the
business where groupware might be used, it is
necessary to consider collaboration managers
and collaboration-support systems separately.
Because there are several kinds of groupware,
and others are appearing all the time, there is
no single set of criteria that can form a reliable
basis for selecting suitable applications. We
have, however, compiled a list of criteria
applicable to the selection of each kind of
groupware system we have identified. In
general, it will be easier to justify a groupware
application when groupware functions can be
added to an existing application, rather than by
introducing a complete application from scratch.
It is likely to be appropriate to include
groupware functions in an application when the
intended users will need to discuss or negotiate
their contributions with each other, rather than
make them independently.

Collaborative applications may be useful in
many situations, but since the groupware
facilities are only a part of their function, they
cannot be selected just on the basis of these
facilities. It is just as difficult to make the
cost/benefit case for a groupware system as it
is for any other office system that provides
support for managers and professionals. In view
of the varied nature of groupware, the differing
circumstances of user organisations, and the
immaturity of the field, we are unable to offer
detailed guidance. The best approach will
usually be to set the likely costs against the
probable benefits, and then ask the appropriate
business manager to make a decision.

Collaboration managers

Commitment managers have the potential to
be used in any organisation. However, their
introduction can provoke hostile reactions and
their use is likely to be successful only where:

— There is a high penetration of terminals
and/or PCs (depending on the system to be
installed).

— Staff are already used to communicating by
computer.

— The work of managers, professionals, and
perhaps, clerks, includes considerable
variability, requiring frequent redefinition.




— Managers are rewarded for results achieved,
rather than for following established
procedures or maintaining personal
relationships.

Computer conferencing can be based on any
wide-area data network, or on a set of linked
local area networks. It can be used to improve
the flow of information within the organisation,
and especially between physically separated
divisions. Once established, a computer-con-
ferencing system may also be used to enable
groups of staff to collaborate more closely and
to support decision-making. A wide-area con-
ferencing system is likely to be successful in
organisations that:

— Employ large numbers of technical/pro-
fessional staff in multiple locations,
especially if these are in several time zones.

— Have ‘open’ cultures, rather than those that
disseminate information on a need-to-know
basis.

— Have a high penetration of terminals, online
PCs, and workstations among professional
staff.

Issue-based information systems (IBISs) can be
installed to support any team that performs
design and decision-making functions. These
include programming teams, design engineers,
and product planners. These systems are likely
to be successful in departments that already
make extensive use of computers and that
regularly confront complex and ill-defined
problems.

Co-authorship systems can be useful for any
group of people who develop large documents.
Such groups include technical authors, but also
any group that produces documents as an
important part of its output — for example,
research and development units, marketing
staff, and designers.

Collaboration-support systems

Collaboration-support systems should, in
principle, be chosen for their suitability for the
proposed applications. However, this may be
impractical, given the limited range of products
and the lack of experience of relevant appli-
cations. We expect that products will evolve
during the period 1990 to 1993, so that most of
the major commercially available products will
be able to address the greater part of most

FOUNDATION

Chapter 3 Groupware

departments’ requirements for collaboration
support. Since this is not the case at present,
care is essential in matching requirements to
products.

Procedures processors are already an essential
part of electronic document management
systems. They should also be considered for
systems where work procedures are based on
processing documents according to predefined
principles. Examples include dealing with cus-
tomer complaints, handling budget requests,
and processing engineering change orders.
These systems will often be used in conjunction
with other data processing systems for purposes
such as transaction processing, financial model-
ling, or engineering designing, and it should be
possible to switch rapidly between the different
systems and to transfer information between
them.

Message and document processors are likely to
be useful where a group of staff produce and
use large volumes of documentation. In
particular:

—  Mail-filtering facilities can be useful in any
organisation that makes extensive use of
electronic mail.

— The more sophisticated facilities of the
Information Lens would be worth experi-
menting with in a technically sophisticated
department that also undertakes a variety
of non-standard tasks.

— A product such as Lotus Notes might be
appropriate where joint authorship and
document review are not central concerns.
Where they are, a co-authorship system
such as Idex might be more appropriate.

Implementing systems

In principle, implementing a groupware system
is no different from implementing any other
system that supports managers and pro-
fessionals. However, the immaturity of the field
means that there are two areas that require
special attention — the need for prototyping,
and the shortage of software products.

The need for prototyping
Groupware is still a new concept, and there will
be considerable uncertainty about the exact

features required and the scale of the benefits
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that will be obtained from implementing a
specific system. It is therefore sensible to start
by prototyping the proposed groupware system,
providing that:

— The prototype can provide the most dis-
tinctive and critical of the features.

— The benefits do not depend on a large
population of users (as they do for computer
conferencing, for instance), or if they do,
they do so in ways that are well understood,
or the prototype can involve a large popu-
lation. In the case of computer conferencing,
it might be appropriate for a trial group of
staff to participate in conferences provided
as public services.

Proprietary products exist in each groupware
category and may be used as the basis of the
prototypes. If a proprietary product is to be
installed, users should be involved in its
selection.

The shortage of software products

Because of the immaturity of the market, there
are very few groupware products currently
available. The limited choice may mean, for
example, that appropriate products require
hardware, such as PCs, that is not already
installed in the organisation, or software, such
as Unix, that does not form part of the
organisation’s software infrastructure.

To resolve these difficulties, it may be necessary
to install additional system software for a
particular groupware application, or to upgrade
staff from dumb terminals to PCs. If this is not
an acceptable solution for an operational
system, it may still be appropriate if the

proprietary product is used as the basis of 3
prototype system. The operational version of
the system can then be developed in-house and
in accord with the established technical
architecture. According to Bob Johanssen of the
Institute for the Future in Menlo Park,
California, many of the most innovative group-
ware systems already in use are in-house
developments.

Impact on systems planning

The widespread use of groupware systems has
several implications for information systems
planning. These were discussed earlier when the
problems associated with implementing group-
ware systems were described and include:

— The need for client-server architectures.

— The need for more local area networks and
more powerful network servers.

— Reinforcement of the trend towards greater
use of intelligent workstations.

— The possible need to change existing
electronic mail systems.

Although the use of groupware is at an early
stage of development, we believe that it would
be prudent for systems departments to consider
what changes to the IT infrastructure would be
necessary to accommodate the widespread use
of groupware. Many observers of the IT industry
predict that groupware will be a major growth
area. Without doubt, the growth will occur
rapidly, once groupware begins to be
introduced, just as the use of electronic mail has
grown rapidly in the past few years.
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Like groupware, the field of hypermedia (some-
times known as multimedia) systems has
attracted a great deal of attention from the
media, from academics, and from suppliers.
Various commentators define hypermedia
systems in different ways, depending on the
particular aspect or feature they wish to
emphasise. We use the term hypermedia to refer
to computer-based interactive systems that
provide flexible access to prerecorded audio,
pictures, text, and full-motion video. Hyper-
media systems therefore range from the limited
use of sound and animation to enhance the
interface to a PC application, to interactive
videodiscs that allow the user to stop a film and
call up explanatory material in the form of text
or images. Access to information in a hyper-
media system is often controlled by hypertext
software. This means that each user is free to
access the information in a sequence, or in a
combination, that may be unique. We prefer the
term hypermedia to multimedia because it
highlights the flexible means by which
information stored in the different media can
be accessed.

Most of the hypermedia systems available today
are ‘publications’, rather than applications.
Their contents are assembled by an author
(in practice, by a production team) and copies
are then distributed to ‘readers’ (or, more
accurately, ‘viewers') who can access the in-
formation in the sequence, and with the
combination of media, that best suits their
purposes. A hypermedia application, on the
other hand, would enable the user both to store
and to access information.

Hypermedia therefore represents a convergence
between the IT, publishing, and entertainment
industries. This trend was foreseen a decade ago
by Professor Nicholas Negroponte, now head
of the Media Laboratory at MIT. He first
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presented this concept to Foundation members
at a conference in 1980, and more recently, at
the International Foundation Conference in
Munich in 1987. The commercial significance
of this convergence has also been recognised by
major consumer-electronics suppliers, as dele-
gates on the Foundation Study Tour of Japan
heard in 1986. During the tour, Mr T Miamoto,
Managing Director of Sony, said that Sony
intended to specialise in image communication
and expected to obtain half its revenue from
non-consumer sales by the early 1990s.

Hypermedia systems are already being used
successfully in commercial applications. Steel-
case Inc, a leading US supplier of office fur-
niture, has developed a highly visual system to
support the launch of a new furniture product.
Coldwell Banker, a US real-estate firm, has
developed a system that allows a prospective
purchaser of an industrial building to ‘walk’
through the building.

As well as generating a lot of excitement among
those who use hypermedia systems, the field is
also receiving significant interest from major
suppliers. Apple is particularly active, per-
ceiving it to be the next ‘desktop publishing’ —
the next application area in which it can excel,
and through which it can increase its pene-
tration of the desktop systems market. IBM,
with its low-priced Linkway hypertext product,
is also active in the hypermedia field, and its
backing, through Intel, of video-compression
techniques, is also significant.

The wide variety of systems currently under
development is an indication of the rapid growth
that is imminent in the market for hypermedia
systems. We believe that, by the mid-1990s,
hypermedia systems will be used by most
businesses and will be installed in many homes,
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providing information, education, and enter-
tainment, as well as commercial opportunities,
for those who position themselves to exploit the
market for ‘hypermedia publications’.

The nature of the technology

The developments that have made hypermedia
systems practical today, and those that will
occur in the early 1990s, are summarised in
Figure 4.1 and described in more detail below.
The main technological development is the
combination of workstation and optical-disc
technologies in products whose prices will
encourage the development of a volume market,
and the establishment of effective standards.
Another important component of hypermedia
systems is hypertext software, which will
increasingly be used to control and facilitate
access to the information stored in a hypermedia
system. Developments in image-creation soft-
ware will also be significant because they will
allow photographic-quality images to be created
and processed. Providers of public telephone
and cable TV services are also enhancing their
systems to provide hypermedia-like systems.

Each of these developments is described in more
detail below.

Workstation technology

To provide the basis for hypermedia systems,
workstations require:

— High-quality colour screens.

— Sufficient processing power to drive the
hypertext software and to provide accept-
able response times.

In the past, these features have been available
only for specialised, and therefore expensive,
workstations. As shown in Figure 4.2, however,
they are now being integrated in modern PCs
such as the Apple Macintosh and the IBM PS/2.
Bill Gates, chairman of Microsoft, expects that,
no later than the end of 1990, a multimedia
‘computer’ (although ‘interactive CD reader’
might be a better term) will be available with
a high-quality colour display and a CD-ROM
drive, and costing about $2,000.

The use of PCs as the technical base for
hypermedia systems allows the full creativity

Figure 4.1 Hypermedia technology has been developing

Year Workstation developments
The early days

1978
1982

The pace increases

1984
1985
1986

1987 PS/2 launched

Macintosh Il launched

1988
1989

The future

1980
1991

since the late 1970s

Optical-disc developments Software developments

Laservision announced

Digital audio compact discs
available

CD-ROM prototype
CD-l specification
CD-ROM production
CD-| prototype

Laservision relaunched as CDV
CD-ROM/XA specification
DVI demonstrated

CD-I preduction

Guide (PC/AT)
Guide (Macintosh)
HyperCard (Macintosh)

Apple CD drive

Linkway (MS-DOS PC)
HyperCard CD-audio toolkit
Voyager (Laservision)
SuperCard

CD-| consumer shipments

First DVI chips available
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Figure 4.2 Wide-ranging capabilities are being inte-
grated on modern PCs to provide a
basis for hypermedia systems
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(Photograph courtesy of Videologic, Cambridge, Massachus-
efts, United States)

of the PC-software industry to be harnessed.
Existing skills are being supplemented by the
creative skills of many people who have worked
in the design, television, and film industries.
This is a very powerful combination of skills and
guarantees that many exciting new hypermedia
systems and interactive ‘publications’ will
appear in the very near future.

Within the next five years (in other words, by
the mid 1990s), High Definition Television
(HDTV) is likely to make an impact on the work-
station displays used for hypermedia systems.
HDTV is a group of advanced television tech-
nologies that provide much better picture
quality by using approximately twice the
number of scan lines that are used in today’s
TV transmission standards.

The development of HDTV has been pioneered
in Japan, where a pilot service has already been
introduced. Delegates on the Foundation’s 1986
Study Tour of Japan saw HDTV demonstrated
at Sony’s Media World in Tokyo. The over-
whelming impression was that HDTV pictures
are orders of magnitude better than today’s
television pictures — the difference is as great
as that between listening to music on an old-
style AM medium-wave broadcast and listening
to a high-fidelity broadcast. Advocates of HDTV
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claim that the proposed aspect ratio (the relative
dimensions of the vertical and horizontal screen
size) is particularly good for viewing sporting
events and films originally made for the cinema,
because like the cinema, the screen is wider
than ordinary television.

Apart from its potential impact on the home-
entertainment market, HDTV will provide low-
cost technology for high-quality computer dis-
plays, which could facilitate development of
hypermedia systems. HDTV will not, however,
change the basic nature of hypermedia systems
and it will not supersede existing broadcast TV
standards before 1995.

Optical-disc technology

Interactive video, based on analogue Laservision
optical discs, has been available for nearly
10 years. The earliest applications of optical disc
were in the field of entertainment, although
they are now used in several types of IT appli-
cation, including file archiving and document-
image processing. (Report 70, Electronic Docu-
ment Management, described how optical discs
form an integral part of EDM systems that can
be used to store and manipulate the images of
business documents.)

To date, optical-disc technology has provided a
read-only storage medium. Several technologies
are, however, under development for erasable
optical discs, and one advanced workstation, the
NeXT Cube (the first product from Steve Jobs’s
new company, NeXT), includes a 220-megabyte
erasable optical disc as standard. Erasable
optical discs have lower performance (in terms
of access times and data-transfer rates), but
higher capacity, than magnetic discs, and they
require different approaches to indexing from
read-only optical discs. They may therefore
require the development of new standards, both
for the medium itself and for the way the
information is structured and stored.

The success of compact discs in the domestic
hi-fi market has both stimulated the develop-
ment of optical-disc technology and made
systems developers more prepared to consider
its use. Moreover, the ISO 9660 standard for
CD-ROM (compact-dise read-only memory) has
made it possible for organisations to publish
data, text, and still images in a machine-
readable form, and there is a growing variety
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of publications available on CD-ROM. Further
developments in CD technology and standards
(such as the CD-I specification) are addressing
the need to include moving pictures.

Full-motion video presents a particular chal-
lenge for CD technology. About 500k bytes of
data is required to describe a full-colour picture
for display on a 13-inch screen. Conventional
data-compression techniques make it possible
to reduce this by a factor of about five, which
allows a single CD-ROM disc to store up to 6,500
‘frames’ of information in compressed form.
Full-motion video requires the image to be
refreshed on the display screen at least 25 times
per second, which requires a data transfer rate
of at least 1,700k bytes per second. Since data
is transferred from CD-ROM discs at only
150k bytes per second, this medium cannot
support full-motion video when conventional
data-compression techniques are used. Further-
more, 6,500 images are sufficient for only five
minutes of video, which is not long enough for
most applications.

At present, therefore, analogue (Laservision)
optical-disc technology has to be used for the
full-motion video element of a hypermedia
system. However, the audio, textual, and static
image elements might well be stored on
conventional CDs or CD-ROM discs. (Storing the
different elements on different media may also
be necessary to reduce both response times and
the cost of updating the material.)

Two approaches are being taken to overcome
the problems of using CDs for full-motion video:

— By restricting the video display to only part
of the screen, as in the original CD-ROM/XA
and CD-I specifications (although in October
1989, Philips announced that CD-I will be
developed to include full-screen moving
pictures).

— By using better data-compression methods,
as in the DVI specification.

CD-I

CD-I technology was developed by Sony and by
Philips, who are now actively promoting it as
an industry standard. It provides a digital data
stream that can be used for text, audio,
graphics, or full-motion video.

Up to 250,000 pages of text can be stored on a
single dise, or by using data-compression
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techniques, up to 13,000 colour-photograph
images. Alternatively, up to one hour of full-
motion video can be stored, although the
original specification of CD-I restricted the videg
display to one-eighth of the screen area. Several
versions of the CD-I standards are available for
audio and video, as Figure 4.3 shows.

CD-Trequires a special-purpose disc player and
proprietary software (the RTOS operating
system), and is mainly aimed at home use.
Products will be launched in the United States
in 1990 and in Europe in 1991. At launch, a CD-I
disc player is expected to cost $ 1,000, falling to
$500 as a volume market develops.

CD-ROM/XA

The CD-ROM/XA standard allows industry-
standard PCs using CD-ROMs to provide
functions similar to those available with CD-I
technology. The PC must, however, emulate the
RTOS operating system. The main backers of
CD-ROM/XA are Philips, Sony, and Microsoft,
and it is also ‘approved’ by IBM.

DVI

DVI (digital video interactive) technology was
developed by RCA and is now owned by Intel.
The distinguishing feature of DVI is that only
the differences between successive frames of
a moving image are stored, which allows one
hour of full-motion video to be stored on a disc.
Storing the data in this way does, however,
require very large amounts of processing power
— three seconds per frame on a 64-processor
parallel computer. Moreover, a special Intel chip
set is required to reconstruct the original images

Figure 4.3 CD-l defines standards for audio and video
recording*
Maximum playing
time (hours)
Audio
CD stereo audio 1
Hi-fi stereo 2
‘Mid-fi* stereo 4
Stereo speech (comparable to AM radio) 8
Mono speech 19
Video
Original — one-eighth of the screen area 1
Enhanced — full screen 1
*Several types of recording may be included on the same disc.
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as the disc is played back. The initial imple-
mentations of DVI will be as add-on boards for
MS-DOS PCs. DVI technology is targeted at
business users, and a board is expected to cost
about $2,000 by 1991.

DVI will provide the kind of interactive-tele-
vision capability that already exists for analogue
Laservision discs, together with the text and
data capabilities of CD-ROMs, in a form
compatible with CD-ROM drives. It is by no
means certain, however, that suppliers of
hypermedia systems will adopt DVI as the
standard for interactive, full-motion systems.

Hypertext software

Access to the different types of information
stored in a hypermedia system will increasingly
be controlled and facilitated by hypertext
software. A hypertext ‘document’ allows a user
to link separate ‘chunks’ of information in a way
that best meets his particular need. Nodes may
be linked to nodes in other documents, allowing
the reader to pass freely between documents,
when appropriate. (Hypertext was described in
detail in a Foundation Position Paper published
in August 1988.)

Extended hypertext systems, such as Apple’s
HyperCard, allow images and audio information
to be stored as well as text, and provide a
programming language that can be used to
create special effects (such as animation) and
links to other systems. Although Apple’s Hyper-
Card was not the first commercially available
hypertext software, it was the first to be widely
installed. (Apple now provides HyperCard free
of charge with every new Macintosh computer.)
Despite this, other vendors have also produced
hypertext packages for the Macintosh, including
some, such as Silicon Beach Software’s
SuperCard, that provide features superior to
those provided by HyperCard, but that can read
HyperCard documents. (Alan Kay, one of the
founders of Apple, recently described Super-
Card as “better than Apple’s HyperCard’’.)

The large installed base of HyperCard software
has prompted other suppliers to develop pro-
ducts that supplement and extend HyperCard,
and that provide HyperCard interfaces to other
products. A good example is Farallon’s
ScreenRecorder, which records the successive
screens that constitute a Macintosh session.
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A function has been added to the HyperCard
scripting language (that is, the language in
which HyperCard documents are defined) to
allow such screen images to be replayed under
the control of HyperCard.

Apple’s initiative with HyperCard has, in turn,
stimulated the development of products for IBM
(and IBM-compatible) PCs. These include
HyperPad, a HyperCard clone for the PC, and
Linkway, an IBM product now being sold at a
remarkably low price.

Hypertext documents, called ‘stacks’ by Apple,
can be stored on diskette, hard disc, or optical
disc. Large hypertext documents, such as
encyclopaedias and other major reference
works, are often now supplied on CD-ROM discs.
Those supplied on magnetic media can, of
course, be modified by the user. For instance:

— A conference organiser could add his own
views on local hotels, possibly including
pictures, to a hypertext document that
provides information about business con-
ference centres.

— A sales manager could add evaluations of
his own advertising campaigns, including
artwork, to a hypertext document that
describes different advertising media.

The recent appearance of erasable optical discs,
first seen commercially with the NeXT Cube, is
creating the possibility of large, updatable,
hypertext documents.

To read a published hypertext, a PC with
between 1 and 2 megabytes of main memory is
usually adequate. However, larger and more
powerful systems, in which a variety of editors
and programming tools can remain in main
memory, are likely to be required for creating
them. In addition, special hardware may be
needed to capture audio information and
pictures from microphones, recordings, and
cameras, and this type of equipment is available
for PS/2s and Macintoshes from a variety of
suppliers.

Software specifically designed to support the
composition of hypermedia publications has also
begun to appear. One of the first such products
is Director, from MacroMind of San Francisco.
Software tools for animating images are also
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available. Autodesk’s Animator generates
animation sequences on an IBM PC, and the
HyperAnimator system from Bright Star
Technology of Bellevue, Washington, US,
supports animation on the Macintosh.

Image-creation software

Software packages are also helping with the
creation of images in hypermedia systems.
MacroMind’s Director, for instance, provides
facilities for the automatic animation of
cartoons and literally dozens of visual ‘special
effects’ such as fade and overlay. The Hyper-
Animator package from Bright Star Technology
makes the image of a human or an animal face
move in time with the speech being generated
via the audio output channel.

In the past, computer-created images have
almost always been immediately recognisable
as having been generated by a computer. More
recently, highly skilled graphics programmers,
using very expensive hardware, have been able
to produce images, even sequences of frames
for moving pictures, that are indistinguishable
from real photographs. They have solved the
‘rendering’ problem — the problem of repli-
cating the various effects, such as perspective
and reflection, that affect the appearance of
real objects.

At present, hardware such as the Pixar image
computer (which was seen by delegates on the
Foundation’s 1989 US Study Tour) is required
as a front-end to a powerful workstation such
as those supplied by Sun Microsystems. Image-
creation software will, however, become more
widely available on intelligent workstations as
these increase in power and incorporate special
parallel-processing graphics subsystems. When
used by skilled staff, this software will provide
the ability to create realistic images of buildings
and machines that are described only by
engineering drawings and specifications of the
materials. It will even be possible to create these
images dynamically in hypermedia systems (as
is already done routinely in some engineering
graphics applications).

The business implications of systems that allow
a wide variety of alternative designs to be
shown, in context, without the need for the
construction of models, are clearly considerable.
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Public network developments

Independently of the developments described
above, the providers of telephone and cable TV
services are actively developing hypermedia-
like services that will be available to the public.
France Telecom, for example, is enhancing its
Télétel videotex service to make it multimedia.
Delivering multimedia information over the
telephone network requires ISDN services at a
minimum of 64k bit/s. (ISDN provides a digital
bit stream that can be used to transmit voice,
data, text, and good-quality still images.) The
availability of this level of service at a
competitive price, together with supplies of
multimedia terminals, will vary greatly between
countries. ISDN services are already available
to 50 per cent of French telephone subscribers,
but progress is much slower in other countries.
It will not, for example, reach this level in the
United Kingdom for some years, and given the
lack of enthusiasm for ISDN that is now
apparent from many organisations, there may
also be a lack of appropriate terminals.

Cable TV systems are better placed to deliver
hypermedia services because they can combine
analogue and digital transmission over existing
cables. However, experimental installations in
countries as diverse as Japan, France, Germany,
the United States, and the United Kingdom have
failed to find a successful formula in this area.
We see no reason to expect this to change in the
immediate future.

Leading applications

Early users of hypermedia systems are already
gaining significant benefits. The most successfui
systems are in the areas of sales and marketing,
training, and corporate communications.
Hypermedia is also being used as the basis of
a new class of products that we call ‘info-
tainment’ publications.

New tools for reaching customers

Several dozen companies, mainly in the United
States, have already implemented hypermedia
systems designed to provide eye-catching and
informative material for customers. These
Systems are being used in both business and
domestic markets. Systems for the business
market include those developed by Steelcase Inc
and Coldwell Banker (mentioned at the
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beginning of this chapter). The Steelcase system
is described in Figure 4.4.

In the consumer-market area, both B F Goodrich
and A C Delco now use hypermedia systems to
sell their products in the low-cost retail chain,
Pac Stores. Another example is provided by
ACME, which sells 300 styles of ladies’ boots in
many colours. Obviously, retail stores cannot
stock the complete range. ACME is therefore
installing hypermedia systems in the stores so
that a prospective buyer can be shown the
complete range, and specify the combination of
style and colour that she wants. She then orders
the boots automatically and they are delivered
to her home.

Also in the United States, the Design and
Decorate Corporation has a hypermedia system
to help its customers with interior decorating.
The system combines photographs of furniture
fabrics and wall coverings with ‘wire-frame’
models of rooms and furniture. It can then show
the effects of wvarious combinations of
redecoration and renovation, or replacement,
of furniture.

Buick (a division of General Motors) now
supplies potential car purchasers with an
‘interactive brochure’ on a floppy disc that can
be ‘read’ on a PC at the dealer’s showroom.
Potential customers spend more time ‘reading’
the brochure in this form than they would with
a conventional brochure. Twelve per cent of

Figure 4.4 Steelcase Inc, a leading US designer and
manufacturer of office-furniture systems,
has implemented a comprehensive
hypermedia system

The interactive software system was developed to
support the launch of a new furniture product —
Context™. The aim of the system is to position Steelcase
at the leading edge of the industry, in terms of product
and associated information support.

The system provides the first-time user with a wealth of
information about the Context™ range of products, and
it does it in a manner that is fun and easy to use. It
uses animation, sound, and speech, and requires 120
megabytes of hard-disc storage. When it was shown at
the 1989 National Furniture Exhibition in Chicago, it was
received enthusiastically. As a consegquence, Steelcase’s
competitors have begun to work on similar systems. The
systern could also be used by Steelcase's clients —
who are office designers — to make presentations to
their customers.
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those who subsequently bought a car bought a
Buick, twice Buick’s usual market share.

An ingenious consumer-oriented hypermedia
application is being developed by the Computer
and Communications Laboratory of the Singa-
pore National Computer Board for a local
hairdressing salon. The PC-based hairstyle-
matching system will blend a picture of the
customer with standard hairstyles stored in the
computer, presenting these on screen for the
customer’s approval. The system also allows the
hairdresser to modify the shape and colour of
the style, and keeps records of customers.

A new training medium

Computer-based training systems have been
available for many years, although they have
met with limited success. Until recently, such
systems were based on ‘drill and practice’
methods, because they were, too often, de-
veloped by programmers rather than teachers.

More recently, the emphasis has moved to
providing more flexible and sophisticated
facilities, such as the simulation of laboratory
experiments. These developments have been
made possible by the availability of optical discs,
which, for the first time, have made it possible
for a low-cost computer-based training system
to include more text and pictures than a
textbook. In addition, PC-based tools such as
McGraw-Hill’s Course Authoring System and
Telerobotics International’s Course Builder,
provide facilities that allow teachers and
lecturers easily to construct courses that make
the best use of the technology available.
Software, such as Video Builder (supplied by
Telerobotics International), is also available to
facilitate the integration of slides and video
sequences into computerised lessons.

An example of successful hypermedia-based
training course is described overleaf, in
Figure 4.5. This system is used by Codex to train
sales staff, systems engineers, and customer
staff, to provide them with a basic level of
competence in digital voice technology.

A hypermedia-based training system has also
been developed by the Pecos River Learning
Centre, which has produced an interactive,
multimedia version of the SUDS business game
developed at MIT. In the game, players run a
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Codex Corporation

The Basics of Digital Voice Technology is a hypermedia
training course, developed to train Codex systems
engineers, sales representatives, and customer staff
(predominantly non-technical managers). The main
purpose was to ensure that system users had achieved a

This basic level of competence was required before
sending people on more advanced product courses. Prior
to the introduction of the hypermedia system, this had
been achieved by sending sales people on a one-day
classroom-type course.

The system was sponsored jointly by Codex and Apple.
Codex needed the system and Apple wanted a working
commercial application to demonstrate its competence in
hypermedia systems. The system was developed between
May and October 1988. Implementation began in
November 1988, and Codex began to sell the system

The system user is presented with a screen depicting the
office of a communications manager in a user
organisation. Requests arrive in the office by electronic
mail from the organisation's Chief Information Officer, and

basic level of competence in digital voice communications.

externally in 1989 (which was not part of the ariginal plan).

Figure 4.5 A hypermedia-based training course is providing substantial benefits

the information needed to deal with them is provided from
a library, from a lunch-time discussion with the manager's
predecessor, from trade shows, and from technical
seminars — all of which are simulated by the system.

Those who use the system are enthusiastic about it — two
months before the system was due to be available, there
was pressure from sales staff to get access to it, and in
several cases, people who had achieved the reqguired level
of competence were still using the system a significant time
later. Other benefits result from time savings. It takes
between two-and-a-half and four hours to complete the
course. It would take eight hours to cover the same
material with traditional classroom methods. In addition,
travel time and travelling expenses are eliminated, and the
course is always available for refresher training. It provides
& good method of ‘justin-time’ training — bringing training
closer to the time when the person actually needs the
information. The system also makes it possible for
managers to collect data on the strengths and weaknesses
of users’ communications knowledge, and to evaluate the
course with a view to making possible updates or
improvements in the future.

small business — a retail shop selling alcoholic
drinks. Beer passes from brewers, through
distribution companies, to the retailer, and
thence to the customer. Players can see the
effects of their decisions on this process, which
is illustrated with graphics and appropriate
sounds.

Other early hypermedia training applications
include:

— Norsk Hydro, the Norwegian industrial firm,
has developed an oil-rig simulation that
allows users to take a ‘virtual walk’ around
an oil rig. This system is being used in safety
training.

— The British Royal Navy has developed a
system that simulates visits to some of its
ships — including interviews with per-
sonnel — to assist in recruitment.

— GTE North Inc of Westfield, Indiana, is using
a hypermedia system to teach workers how
to fix telephone cables. Those taught in this
way learn much faster than they would with
conventional teaching methods.

— Du Pont Co, a major chemicals company,
uses a computer-controlled video system to
train truck drivers.
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Hypermedia systems have also been used in
university education for some years. For
example, courses on English literature are
taught at Brown University, Rhode Island, using
a very sophisticated workstation-based hyper-
media system called Intermedia.

Hypermedia technology is also being used to
Create new types of educational material. In the
United Kingdom, for example, the BBC’s Inter-
active Television Unit has developed a
videodisc-based product called Ecodisc, which
is used for the education of environmentalists.
The students take a simulated walk around a
nature resort, looking at the scenery from
different angles and at different seasons. This
type of product is an example of an ‘info-
tainment’ publication, discussed below.

Improved means of corporate
communications

Businesses can use hypermedia systems to
Improve communications with their workforces
or with outside parties. Manufacturers of com-
plex engineering products such as cars and
aircraft have already begun to supply inter-
active documentation systems on CD-ROMs.
Examples include Boeing, the Ford Motor
Company, and Renault (whose hypertext system
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was described in the Foundation Position Paper
on hypertext). Figure 4.6 shows a car mechanic
using the Ford system.

The Texas Utilities Electric Company is using a
hypermedia system to satisfy a different type
of communications requirement. This company
needs to make many presentations to regulatory
commissions in order to retain its licence to
operate the Comanche Peak nuclear power
station. It commissioned The Hypermedia Group
to develop an interactive database containing
details of the 20-year history of the nuclear
industry, the Comanche Peak plant, and
relevant world events. The result is a 2b-
megabyte ‘information’ base of drawings,
charts, pictures, tables, and text that is accessed
via SuperCard. The information base is
structured in several levels, so that presenters
can give an overview, then ‘drill down’ to
answer specific questions in detail.

‘Infotainment’ publications

There is already a substantial business in using
CDs to publish material other than music. The
Optical Publishing Association in North America
says that, by the end of 1989, there were 425
non-musical CD titles, most of which were
reference ‘books’. Future non-musical CD
publications will increasingly be multimedia.

Some very well-known companies are beginning
to use CDs as a publishing medium. Time
Warner, ABC News, and the National Geo-

Figure 4.6 Manufacturers of complex engineering
products, such as cars and aircraft, have
begun to supply interactive documentation
systems on CD-ROM

The photograph shows a mechanic using the Ford Motor
Company's service bay diagnostic system.
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(Photograph courtesy of Office Workstations Ltd)
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graphic Society are all beginning to publish
multimedia CD ‘books’. Amongst the most
interesting titles published to date on CD are:

— The Domesday Project, a compilation of
statistical and local information about the
United Kingdom. The discs contain 25,000
maps, a gazetteer of 270,000 place names,
23,000 photographs, and 150,000 pages of
text. (The text and photographs were sup-
plied by school students.)

— The Time Table of Science and Innovation,
a compilation of 6,000 key events in science
and technology.

— Guernica, now in the Prado in Madrid, is a
painting by Picasso of the fire-bombing of the
Basque town of Guernica during the Spanish
Civil War. In Robert Abel’s Hypermedia
version, the viewer can see not only the
painting but also interviews with eye
witnesses, newsreel footage of the bombing,
an interview with Picasso, Picasso’s
sketches, and an assessment by an art
historian.

— Mozart’s The Magic Flute (to be published by
Warner New Media). In addition to the
music, the set of three CDs will include
English and German librettos, scholarly
criticism, and a dictionary of musical terms.

— Palenque, a guide to the ruins of the Mayan
city. The viewer is given a conducted tour
by an Indian boy, but can stop to examine
items on the site.

— Compton’s Encyclopaedia, which was due to
be published on a CD in January 1990 by
Encyclopaedia Britannica. Costing $895, it
will include 15,000 illustrations and 45
animation sequences.

— A special version of the Ghostbusters film
(published by the Voyager Company, Cali-
fornia). This disc includes details of the
special effects and the full script.

A further selection of hypermedia publications
is shown in Figure 4.7, overleaf. These types of
products are a rich source of information and
can be used as powerful aids, or for private
study. However, to those interested in the
subject matter, they are also exciting and
stimulating in their own right. They are there-
fore hybrids of information and entertain-
ment — hence, the use of the word ‘infotain-
ment’ to describe them.
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Purpose of the publication Publisher
Reference Grolier Electronic
Publishing
Microsoft

Xiphas
Highlighted Data
Brederbund

Bright Star Technology
Voyager Company

Education and training

Entertainment Activision

Demonstration Discovery Systems

DECa snc di Teninop
Ghetti & Co

Figure 4.7 There is a wide range of hypermedia publications available today

This list contains a small selection of existing publishers and publications to illustrate the range available.

Publication
Encyclopaadia

Bookshelf, a volume that includes Roget's Thesaurus, the
American Heritage Dictionary, The World Almanac and Book of
Facts, Bartlett's Familiar Quotations, The Chicago Manual of
Style, and the Houghton-Mifflin Spelling Verifier and Correcior

The US national telephone directory

Webster's Ninth New Collegiate Dictionary
Electronic Map Cabinet

Electronic Whole Earth Catalogue
Various subjects for pre-school children

Master Class Collection — for examplé,-*the:.Eéandeﬂburg._
Concertos and Beethoven's Ninth Symphony '

The Manhole, a new genre of game

Macintosh Showcase
Technical publishing demonstration

Moreover, the viewer of an ‘infotainment’
publication can decide on the balance between
information and entertainment. The publisher
still decides what to include and what to leave
out, but he no longer controls the sequence and
the flow of the material. The viewer can decide
what to read (or watch, or listen to), and can
then stop, think, and reread. He can also decide
to review the material in summary from, or can
explore it in as much depth as he chooses.
Publishers will also be able to provide multiple
viewpoints on a single disc.

Obstacles inhibiting the corporate
use of hypermedia

The corporate use of hypermedia systems is
inhibited, at present, by the difficulty and cost
of the development process, uncertainties about
standards, and the cost of fully featured hyper-
media workstations. These last two inhibitors
would almost certainly be removed by the
development of a volume consumer market for
hypermedia systems, and in the next section,
we consider the likelihood of this happening.

The development of hypermedia systems and
publications is complex. A multidiscipline team,
including experts in the subject area, graphic
designers, people with audio, film, or video
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expertise, as well as programmers, will usually
be needed to produce a publication that com-
pares favourably with the professional stan-
dards achieved by the entertainment industry.
(Given their familiarity with television, the
audience for hypermedia publications will not
tolerate anything of lower quality.) Overall, the
process of developing a multimedia application
is more like making a film than writing a
computer program although, compared with
film-making, most of the cost is in ‘designing’
the application, not in shooting and editing the
film itself.

It can also be very difficult to assemble a team
of people with the necessary skills. People with
all of the required skills are most unlikely to be
found in the systems department. Indeed, they
mmay not exist anywhere in the organisation, or
at all. Even if an appropriate team can be
assembled, the task of project managing the
development of a hypermedia system is par-
ticularly demanding, given the range of skills
and personalities that have to be integrated. The
development process may also require sub-
stantial computer-processing power, particu-
larly if DVI technology is to be used for
recording full-motion video. At present, such
processing takes three seconds per frame, which
introduces a substantial time delay into the
development process, and increases costs.
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Several hypermedia-related technical standards
have been proposed, but only the most basic,
the CD-ROM standard itself, has received
general acceptance. Other standards have in-
fluential backing, from suppliers such as IBM,
Philips, Microsoft, and Intel, but hypermedia is
a rapidly developing field and it is possible that
future technical developments will supersede
some of today’s emerging standards. The use of
erasable optical discs, for example, may require
new standards to deal with the management of
indexes.

The more powerful hypermedia systems
available today are expensive. In particular, the
need for separate optical disc drives for video
and data increases the costs. This problem will
be reduced as standards such as CD-I and DVI
become established, and as more powerful
personal workstations, such as IBM’s PS/2,
Apple’s Macintosh II, and the NeXT Cube come
into use. By the early 1990s, a hypermedia
workstation with video capability should cost
only about $500 more than a standard office
workstation.

The possible development of a
consumer market

The possible development of a consumer market
for hypermedia systems and publications is of
considerable interest to business users of the
technology, because the mass production of
hypermedia players will result in lower unit
costs. More significantly, the presence of large
numbers of hypermedia players in homes would
provide both a market for new products, and
new business opportunities for product and
service promotion and delivery. Although there
are favourable indications that a consumer
market could develop, there are still several
significant barriers that have to be overcome.

The favourable signs include:

— The rapid acceptance of conventional
compact discs.

—  The growth of non-audio CD ‘publications’
(although volumes remain small, as yet).

_  The existence of an international standard
for CDs, and the emergence of further
hypermedia-related standards.

_ The existence of successful applications and
publications.
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— The existence of large-scale disc-pressing
capacity (there will be sufficient capacity
to press at least one billion CD copies per
annum by 1990).

— The high level of interest among vendors,
particularly Apple, Hewlett-Packard, IBM,
Intel, Microsoft, NeXT, Philips, and Sony.

The barriers include the lack of any obvious
dominant application, the high cost of develop-
ing hypermedia systems, and the immaturity of
optical-disc technology.

Except for the lack of a dominant application,
all of these favourable indications and barriers
have been discussed earlier in this chapter. A
dominant application or publication could be the
driving force in creating a volume market, in
the way that spreadsheets were a prime mover
in the growth in the use of PCs in the early
1980s. At present, however, there is no sign of
such an application or publication.

Even so, we believe that it is highly likely that
a volume market for hypermedia systems will
emerge during the next five years, based on PC
extensions. Whether hypermedia systems will
enter the ordinary household in large numbers
within this timescale seems more doubtful, but
this is not a prerequisite for significant increases
in business uses of the kinds of applications
described earlier.

Implications for systems
departments

Systems departments should begin to plan for
the introduction of hypermedia systems. Three
areas need particular attention — assessing the
impacts on systems planning, identifying appro-
priate applications, and developing hypermedia
systems.

Assessing the impacts on systems planning

In many organisations, the initial uses of hyper-
media systems will be in the sales, marketing,
customer-service, and public-relations areas.
These initial systems will run on powerful work-
stations, and other specialised equipment and
will not usually need to exchange multimedia
documents with existing corporate systems.
Thus, their impact on corporate systems and
networks will be limited.
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The visual appeal and high impact of these
initial externally oriented hypermedia systems
will inevitably create pressures for similar
facilities to be available for in-house use. The
workstations used for hypermedia systems will

therefore, over time, need to be connected to

corporate networks.

Early experience with multimedia communi-
cations systems shows that they provide users
with additional capabilities and make systems
more interesting to use. Thus, network con-
nections, the spread of early experiences, and
growth in the use of electronic mail and
computer conferencing will create demands for
multimedia communications within organi-
sations.

As with the introduction of desktop publishing
systems, and the growth in the use of PCs before
that, systems departments will not be able to
prevent hypermedia systems being installed,
and any attempt to slow down their intro-
duction, even if temporarily successful, will
certainly be resented. Furthermore, the use of
hypertext documents implies that printout will
not be an acceptable output medium for
hypermedia systems. This implies that, unlike
desktop publishing, hypermedia systems will not
be able to exist as a ‘technological island’ within
a publication department.

For all these reasons, systems departments must
plan for a general migration towards multimedia
systems, although in many cases, this will not
occur until after 1995. The most important areas
to consider are the impacts on systems architec-
ture and on network planning.

Systems architecture

Hypermedia systems require software (such as
hypertext) and hardware (such as optical discs)
with which many systems staff may be unfami-
liar. Moreover, these systems cannot usually be
implemented using established document archi-
tectures such as IBM's DCA, and will therefore
require the use of products that do not conform
with the organisation’s existing software
standards. Any overall review of software stan-
dards should certainly include consideration of
future needs for hypermedia systems.

Initial hypermedia systems should be based on
emerging industry standards, and the best
hardware and software for the job should be
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chosen for each development, regardless of
existing corporate standards. (The only
exception would be the case where hypermedia
systems are to be integrated with other
corporate systems in the short term.) In the
longer term, we expect to see established
systems architectures expanded to encompass
hypermedia documents, and it will then be
appropriate to consider the alignment of
corporate practice with these architectures.

Network planning

The communications volumes involved with
hypermedia systems will depend very much on
the nature of the individual organisation and the
policies of its systems department. However,
once hypermedia systems begin to be used, the
growth in multimedia communications traffic
is likely to be very rapid. Since multimedia
communications can increase the communi-
cations load by a factor of 10, or even 100, com-
pared with text-only communications, the long-
term implications for network planning are
considerable.

Networks with the capacity for large volumes
of multimedia traffic are likely to be based on
2.048M bit/s lines between sites, FDDI (Fibre
Distributed Data Interface) local area networks
for on-site backbone networks, and slower local
area networks, such as Ethernets and IBM
Token Rings, for smaller sites and general office
areas. The need for high-capacity networks will
also stimulate the installation of optical fibres
to individual work locations, as discussed in
Report 62, Communications Infrastructure for
Buildings.

Identifying appropriate applications

The responsibility for identifying appropriate
hypermedia applications rests firmly with
business managers. The responsibility of the
systems department is to ensure that it is
sufficiently familiar with the technology and
current applications to be able to explain their
potential to business managers. In these
discussions, the systems department should
particularly emphasise the business problems
that hypermedia systems have already proved
able to address — sales and marketing, training,
and complex technical documentation. For
many businesses, sales and marketing
applications are likely to be the most attractive
initial applications.
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As the 1990s progress, however, and more and
more routine business functions are automated,
organisations are likely to find that information
delivery becomes more important than
‘applications processing’ in their IT environ-
ment. In following this trend, IT will simply be
following the examples of the publishing, film,
and television industries, the impact of which
today lies in their creative products, not in the
technology used to process the products. As this
trend develops, there will be more and more
opportunities for using hypermedia technology.

For example, many organisations have existing
information and presentation material that they
could repackage in hypermedia systems and sell,
or use as the basis for new services. At present,
those best placed to exploit these opportunities
are the video, film, and television companies,
and major broadcasting companies such as the
ABC and the BBC are now entering this market.
In the future, other companies may find that
photograph archives, built up for such utilitarian
purposes as building maintenance, could have
a commercial value if they are made available
as part of a hypermedia publication.

These developments imply that, in the future,
the market for PC ‘software’ will increasingly
be dominated by the suppliers of ‘content’
rather than tools, and that the content will not
consist solely of information.

Developing hypermedia systems

We have already highlighted the fact that the
development and the project management ofa
hypermedia system presents particular diffi-
culties in assembling the project team, in
managing the development process, and in
designing the system. There are also novel
difficulties concerning intellectual property
rights of any existing material that may be used.

The project team

A multidiscipline project team will usually be
needed to produce a high-quality professional
hypermedia system. In particular, new types of
skills will be required, and these are unlikely
to be found in the systems department. The
leadership of a hypermedia project will often
come from the business unit for which the
system is being developed, or even from a
consultancy. The skills that the systems
department should contribute are:
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Experience in requirements definition.

— Project-management skills, although these
may need to be modified to deal with non-
systems personnel from very different
backgrounds.

— Knowledge of the organisation’s current in-
formation, network, and systems resources,
and of alternative, possibly simpler, means
of meeting the requirements.

The development process

Once an appropriate application has been
identified, the first, and most critical, stage in
developing a hypermedia system is to define the
requirements in business, rather than in
technical, terms. Without this, it is not possible
to choose the best combination of media, and
there will not be a sound basis for estimating
the cost and timescale for the project.

As with other novel areas of IT, it is possible to
compensate for a lack of familiarity with the
technology by building prototypes and trying
them out both on the internal sponsors and on
prospective users of the system. As a general
rule, hypermedia systems should be developed
iteratively, with new ideas and modifications
being added as the development progresses. The
whole team should be involved continuously in
the process, so that everyone can make creative
contributions throughout the project.

System design

Although clever graphics and special effects are
good ways of capturing people’s attention, they
are not a substitute for useful information and
functions. The entertainment aspects of hyper-
media systems are insufficient for business
users; the applications must also do something
useful. It is easy to over-use the special
effects made possible by the technology,
especially the use of audio. Over time, ex-
perience will help to curb this tendency, but
in the short term, it is sensible to insist that
designers of hypermedia systems exercise
restraint, perhaps even rationing their use of the
more exotic facilities.

When designing any interactive system, it is
always tempting to include functions that gather
data about the users and the performance of the
system. Hypermedia systems often include such
functions but, in practice, the data gathered is
rarely used. Such functions should be included
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only if it is clear how the data will be analysed
and for what purposes it will be used.

Intellectual property rights
If material originally created by someone else
is to be included in a hypermedia system, it is

usually necessary to pay the holder(s) of the’

intellectual property rights to the material. In
an extreme case, this could mean negotiations
with a studio, several actors and musicians, a
composer, a lyricist, and the author of the
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screenplay for permission to include a short
sequence of film in the system.

Despite these difficulties, we recommend that
Foundation members begin to gain experience
with developing hypermedia systems. By the
mid 1990s, hypermedia systems will be well
established for sales and marketing applications
and-for corporate communications, and they
will be beginning to be used in decision-support
and office systems.




Chapter 5

Tools and techniques derived from
artificial intelligence research

For the foreseeable future, the significance of
artificial intelligence (AI) for commercial
computer users will lie not in the ability to use
‘artificial intelligence’, as such, to solve difficult
problems, but rather to use the tools and
techniques that are created as a byproduct of
Al research to solve more modest problems.
Some of these tools and techniques will,
however, expand the range of problems that can
be tackled, and this is the reason that there is
currently such interest in them.

Many systems departments, for example, are
now using expert systems (or intelligent know-
ledge-based systems), which are based on rule-
based systems and the associated methods of
determining the appropriate rules (known as
‘knowledge elucidation’). By the mid-1990s,
other techniques, notably object-oriented
programming, will also move out of Al research
laboratories and into commercial use in systems
departments. These techniques will be
embedded in applications and system software
as application-specific knowledge bases, and as
‘fifth-generation’ development toolkits.

Knowledge bases embedded in system software
will improve the performance of computers and
networks and will provide advice that will
enable them to be managed better. Knowledge
bases embedded in the support systems used by
managers and professionals will improve the
consistency and quality of their work and
increase their productivity. Figure 5.1, overleaf,
shows a design drawing generated by just such
an Al-based engineering-support system.

Fifth-generation toolkits will increase the range
of applications that systems departments can
tackle. They will, in particular, make it possible
to develop systems that will be able to interpret
complex sets of rules — for example, the rules
governing the entitlement to benefit from a
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pension or social security fund, or the front-end
procedures for a weekly payroll system. At
present, interpretation of these types of
rulebooks cannot easily be computerised
because they are so complicated and change at
frequent intervals.

The nature of artificial
intelligence

In the past, the term ‘artificial intelligence’ has
been used to describe techniques and tools that
are now in everyday use — optical character
recognition, chess-playing systems, spelling
checkers, and compilers were all once described
by the term. The aim of Al research is to create
machines that appear to behave intelligently.
Alan Turing, the British mathematician and
computer pioneer, suggested that a machine
could be described as intelligent only if some-
one interacting with the machine and with
another person, under circumstances that
concealed their physical form, is unable to
distinguish the machine from the person. No
machine has yet satisfied the ‘“Turing Test’.

Al research is conducted by two main groups—
cognitive psychologists, who seek to understand
the mechanisms and processes of human
thought, and Al scientists, who seek to produce
results that would indicate intelligence if a
person produced them. Since both of these
groups deal with very complex problems, they
have had to invent new analytical methods and
programming tools in order to make progress.
When these are packaged for commercial use
and employed in business applications, they can
be of considerable practical value, both in the
form of complete technologies, such as optical
character recognition, and as tools and
techniques for use by programmers, pro-
fessionals, and managers. However, commercial
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Figure 5.1

process-control system.

Al-based techniques can be used to generate complex engineering designs

The picture is an example of the output produced by The Concept Modeller, a design-automation tool. which is based on an object-
oriented approach. The example shown is the arrangement of equipment in a set of cabinets for a microprocessor-based distributed
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systems designers and users will not be par-
ticularly interested in whether their systems
really are intelligent — they wish to know only
that the tools and techniques can be used to
solve a business problem. These different
perceptions about the nature of AI have not
been understood by most vendors or con-
sultants, who have tended to equate Al with a
particular technique or method.

Indeed, many systems departments at present
equate Al with expert systems. Since 1987,
when we last reported on expert systems
(Report 60, Expert Systems in Business), many
Foundation members have begun to use expert
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system shells — that is, programming environ-
ments for rule-based languages. When these
shells were first introduced, great emphasis was
placed on their ability to capture human
expertise, since this was what AI researchers
had used rule-based languages for. A survey of
actual applications, however, shows many in
which there is either no expertise, or in which
it is present only as mathematical algorithms or
as displayed text.

A major oil company, for instance, has used an
expert system shell to develop a support system
for its North Sea Emergency Centre. This system
displays information and instructions to the
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emergency crew, the choice of display depend-
ing on the nature of the emergency. However,
the expert system shell was chosen for this
application not because of its reasoning power,
but because the development staff were already
familiar with the shell, and could use it easily
to develop the required system.

Some commercial ‘expert systems’ do not even
have an inference engine — the software that
provides automated reasoning, the substance of
which is expressed as rules in a knowledge base.
An inference engine is usually regarded as one
of the main features of an expert system.

Thus, there is now a clear distinction between
the idea of capturing human expertise in an
expert system, which might be done in many
ways, and the technique of rule-based pro-
gramming. Rule-based programming is an
advanced programming technique that offers
substantial productivity gains because it pro-
vides a convenient notation for solving certain
types of problems and because of its non-
procedural nature. Expert systems are just one
class of business application to which rule-based
programming may be applied. Other applications
are found in cognitive-psychology and Al
research, although these applications are of no
practical interest to commercial systems
managers.

Recent advances

Rule-based programming is an example of an Al-
derived technique that is beginning to be used
in commercial computing. Figure 5.2 lists some
of the other Al-derived techniques that have the
potential to be used in a similar way. Of these,
only neural networks and object-oriented
programming systems seem to be developing
rapidly. Neural networks form the subject of the
next chapter. Object-oriented data management
systems were discussed in Report 64, Managing
the Evolution of Corporate Databases, and
object-oriented programming systems will be
dealt with in Report 74, The Future of System
Development Tools.

Another interesting area of development
concerns the extension of expert systems to
encompass very large knowledge bases,
although the work is unlikely to result in
commercially usable tools and techniques before
1995. Researchers at the Imperial Cancer

Research Fund in London and at the Micro-
electronics and Computing Corporation in
Austin, Texas, are developing the approaches
and tools that will be needed to construct very
large knowledge bases, containing from 10 to
100 million items of information.

The Imperial Cancer Research Fund team is
laying the foundations for an expert system, the
Oxford System of Medicine, that could advise
a general medical practitioner in his work. The
prototype knowledge base contains 5,000 items
(where items might be rules, text, or images) and
the complete system is expected to need
between one and ten million items.

The Microelectronics and Computing Corpor-
ation was founded by the US electronics and
computing industry as its response to the
Japanese Fifth-Generation Computer Project.
The Project CYC team is creating an informa-
tion base of general, commonsense, knowledge.
The aim is to create a system that will be
able to understand newspaper articles and

Figure 5.2 There are many Al-derived techniques that
have not yet moved into large-scale
commercial use

Blackboard A systems architecture based on a

architecture shared storage area through which
a number of subsystems exchange
data.

Fuzzy logic A }‘orm'.éf logic that allo

Rule induction A technique for deriving logic rules

from actual or hypothetical data.

' A computer architecture based on
simple elements that, like the
neurons in biological brains and
nervous systems, have many inputs
and a single output. .

Neural networks

Frames A method of structuring a
knowledge base that recognises the
existence of comman structures.

Objectoriented Systems based on the notion of

systems ‘objects’ — structures that include

both data and programs — and that
represent things existing in the
external world. -

Quantified A form of reasoning that makes

reasoning explicit use of the probabilities that

certain alleged facts are true or that
certain implications can be correctly
made.
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encyclopaedia entries, and to answer questions
based on this understanding. By the middle of
1989, the CYC knowledge base contained about
one million data elements out of the 100 million
that the team now believes will be needed. If
successful, Project CYC’s sponsors will use it as
the basis for a future generation of expert
systems that will be able to assimilate know-
ledge from textbooks and similar sources, use
general knowledge to fill in the gaps in their
formal, task-specific, knowledge, and create
new knowledge and insights by generating
analogies between different subject areas.

Emerging applications

Expert system tools and techniques (particularly
expert system shells) are already being used to
build significant commercial applications. Over
the next five years, knowledge-based tech-
niques will be applied in computer-aided
engineering systems, and in other application-
specific areas. Al-derived language-processing
techniques will be used increasingly to simplify
the task of accessing databases. Other Al-
derived tools and techniques will be packaged
In a new kind of system development tool,
which we call fifth-generation toolkits.

Computer-aided engineering systems

Computer-aided engineering (CAE) systems
provide support for engineering design pro-
cesses. They go beyond established CAD systems
by including either information about the
properties of components and materials, or
support for one or more design methodologies,
or both. The developers of CAE systems are
finding it increasingly practical to represent
parts of the information and methodologies as
knowledge bases, rather than by procedural
programming, and CAE tools will become
increasingly dependent on knowledge bases
over the next five years.

These knowledge bases can be inspected by
users, which means that they can be used for
training and education purposes. As well as
enforcing the rules of the methodology, they can
be tailored to meet specific requirements, and
extended to provide advice about good practice.
Figure 5.3 gives examples of the benefits
achieved by an engineering group from using
expert system techniques to support customised
engineering design.
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Application-specific knowledge bases

CAE systems may be seen as applications that
support a particular business process, whose
core is engineering design. Other business
processes, such as auditing and assessment for
promotion, are also conducted in accordance
with a written, or possibly implicit, metho-
dology. Some of these methodologies are used
by a wide range of organisations because they
are necessary to meet legal requirements or
are published as codes of practice. These
methodologies can therefore be embodied in
application systems or represented as appli-
cation-specific knowledge bases.

Commercial computer users will increasingly be
able to buy systems and tools that have
application-specific knowledge built into them.
Moreover, it will be possible to customise the
knowledge to match the needs of a particular
organisation. Such systems and tools will include
factual knowledge and will enforce a particular
method. This is already happening in the areas
of CASE and network management, and several
laboratories are researching the possibility of
using this type of technique in the areas of
decision-support and office systems,

Application-specific knowledge bases are a
particularly interesting development because
they have the potential to be integrated with
existing systems in the application area. In the
absence of standards, however, the publication
of application-specific knowledge bases will not
become a significant business area for some
years. Nevertheless, we expect that this type
of knowledge base will eventually become an
important means of publishing information.

Database access

People often have considerable difficulties
when they try to access a database with which
they are unfamiliar. These difficulties include
unfamiliar terminology and concepts (in both
the database system and the access mechanism),
and implicit definitions. The continuing rapid
growth in the number and variety of online files
and databases, and the increasing requirement
for staff to consider a wider range of factors
in their work, make these difficulties more
significant. Language-processing techniques
derived from Al research have been applied to
this problem in products such as Intellect,
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design

McDermott

This US-based group of engineering companies builds a
wide range of products. All the companies customise
their products to meet individual customer requirements
and expect to win business by competitive bidding. In
1982, it became clear that proposals for custom-
engineering work were causing problems. The prices
quoted were often based on inaccurate cost estimates,
which either resulted in loss of the business or unprofitable
contracts. Furthermore, it was not possible to estimate
how much professional effort went into the preparation of
proposals.

The group decided that it needed to build more
component and design knowledge into the CAD system
used by designers, especially for use at the guotation
stage of a project. Early attempts to support a commercial
CAD package with Fortran design-calculation programs,
spreadsheets, and databases failed because of the special
requirements associated with engineering customisation.
McDermott therefore decided to investigate the use of an
expert system, but commercially available expert system
shells were found to be inadequate.

Thus, in 1983, McDermott started to develop its own shell,
Concept Modeller, using object-oriented techniques,
inheritance, back-tracking, and demand-driven
calculations, in conjunction with an integral CAD modeller.

Figure 5.3 An engineering group successfully uses expert system techniques to support customised engineering

Concept Modeller has been used by McDermott
companies to design central utility boiler plant, offshore oil
rigs, centrifugal fans, and sootblowers, and to configure
cabinets for process-control systems.

Designers of the company’s NETWORK 90 distributed
process-control system access Concept Modeller via PCs
and use it to configure processor cabinets. Using Concept
Modeller in this way is estimated to reduce design labour
costs by $160,000 a year, while producing more consistent
designs, and more complete documentation. The company
also beriefits from better quality control and faster
turnaround.

The Concept Modeller “front ends’ traditional geometry-
based CAD systems and has been adopted by Prime
Computer Inc as its recommended knowledge (or rule-
based) front end for the Computer Vision CADDS 4X CAD
system, which has one of the largest installed bases of
some 40,000 workstations.

Concept Modeller is now available as a commercial
product from Wisdom Systems (UK) Lid, Wembley,
Middlesex, and has been installed by a wide variety of
engineering companies in Japan, the United Kingdom, and
the United States, in the asrospace and automotive
industries, and in other areas of mechanical or
electromechanical engineering.

Symantec’s Q&A, and TI's Natural Access. We
expect the use of these products to increase and
their effectiveness to improve as further
advances are made in language comprehension.

The development of commonsense knowledge
bases, such as the one being developed by the
Project CYC team, will also help people to access
databases. By 1994, they should have developed
to the stage where they can help users to
understand what is available in a database and
to frame their queries in a way that ensures that
they receive all the data they require and can
interpret it correctly.

Fifth-generation toolkits

Fifth-generation toolkits form a new class of
system development tool that supports a variety
of programming techniques derived from Al
research. They represent a significant advance
on existing fourth-generation languages and
expert system shells, and each product includes
several tools. Examples include:

— The Aion Development System (ADS), which
supports rule-based induction and deduction,
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quantified reasoning, and object-oriented
development.

— Nexpert Object, from Neuron Data of Paris
and California, which supports objects
(structures that include both data and
programs and that often represent things
in the real world) and rule-based program-
ming.

— Keris, from Integral Solutions Limited,
Basingstoke, United Kingdom, which sup-
ports objects, frames, and rules.

These toolkits differ from earlier specialised
tools used to develop knowledge-based systems,
in that they are designed for use by ordinary
systems analysts and programmers, not
specialist ‘knowledge engineers’. Programmers
will not need to learn ‘Al languages’, such as
Lisp and Prolog, in order to use these toolkits,
because the facilities they provide embody the
techniques developed by Al researchers in the
past.

A further significant difference is that most of
these toolkits run on mainframes and mini-
computers as well as on PCs and workstations.
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Thus, ADS runs on IBM mainframes, PCs, and
Digital Vaxes, and Nexpert Object runs on
Vaxes, IBM mainframes, PCs, Macintoshes, and
workstations. Older expert system shells, such
as Software A&E’s Knowledge Engineering
System (KES) are also being made available on
mainframes.

Fifth-generation toolkits are already being used
to build both expert systems and systems that
include no elements of expertise. For example,
staff at Yale University receive payment from
many sources of funds and there are many
different rules for allocating the money. The
university has used ADS to build a payroll
system that takes account of these differences.

In the United Kingdom, P&Q Properties used
TOP-ONE (a rule-based shell supplied by
Telecomputing of Oxford) to build a system that
apportions the operating costs of its Arndale
shopping centres among the tenants. Each
centre is occupied by many tenants and the
costs have to be apportioned among them in
ways that depend both on the degree to which
they benefit from the various services provided,
and on the specific terms of their leases. Many
of these leases were ‘inherited’ by P&O
Properties, having been negotiated originally
with previous landlords.

In fields as diverse as the law, physics, and
payroll calculations and deductions, the
accumulated wisdom and knowledge are often
expressed as rules. Fifth-generation toolkits will
enable computerised systems for applying and
interpreting these rules to be built much more
easily than they could have been in the past.
Our view is that leading user organisations will
begin to use fifth-generation toolkits for main-
stream systems development before the end of
1991.-

The availability of fifth-generation toolkits will
increase as suppliers of expert system tools add
other Al-derived tools to their rule-based shells,
and as suppliers of commercial system develop-
ment tools add Al-derived tools to their product
range, and then, more slowly, integrate them
with their existing tools. For example,
Information Builders Inc of New York, supplier
of the Focus development toolkit, has bought
the software house that developed Level5, a
rule-based shell. By early 1989, Level5 could
access Focus databases and could call Focus
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procedures ‘as subroutines. During 1990,
Information Builders expects to release a new
version of Level5 that supports objects and
frames, and that is more closely integrated with
Focus. This version will include an object-
oriented database management system — 3
development that we foresaw in Report 64, The
Evolution of Corporate Databases. (Foundation
members will have the opportunity to hear
about these developments at first hand during
the 1990 Study Tour.)

Software AG of Germany, supplier of the
Adabas database management system and
Natural (a fourth-generation language), will
release Natural Expert in 1990. Natural Expert
combines a sophisticated non-procedural
language (technically a ‘functional’ language),
an entity-relationship database, and a
documentation and development environment
called Semantic Associator. These features are
based on concepts very similar to objects and
rule-based programming.

The benefits of fifth-generation toolkits

The main benefit of fifth-generation toolkits is
that they enable systems departments to
develop and maintain complex systems where
the requirements change rapidly. Today, third-
generation languages are suitable for con-
structing very complex systems, provided that
the requirements are relatively stable, or are
likely to change in foreseeable ways. Fourth-
generation languages enable systems to be built
and changed quickly, but are not the most
suitable development tool for systems that are
very complex. Fifth-generation toolkits over-
come both of these limitations.

At present, however, applications developed
with a fifth-generation toolkit will cost much
more to run than equivalent applications
developed in third- or fourth-generation
languages. Fifth-generation toolkits should
therefore be used only where there is either a
high degree of complexity and high levels of
requirements changes, or where the problem to
be solved is already expressed in a form similar
to that required by the toolkit.

The classic example of fifth-generation toolkits
allowing organisations to tackle applications
that could not have been contemplated in the
past is the XCON system used by Digital to
generate Vax configurations. Before tackling
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this application using a rule-based programming
system (an expert system tool), Digital had made
several unsuccessful and expensive attempts to
solve the problem by using conventional systems
development approaches and tools. Digital
turned to Al-derived techniques as a last resort.
The wider availability of fifth-generation
toolkits will make it easier to use Al-derived
tools and techniques, and will ultimately lead
to their becoming a normal part of systems
development.

Barriers to the use of fifth-generation toolkits
The main barriers to the use of fifth-generation
toolkits are:

— Cost: The most comprehensive toolkits (ADS,
for example) cost as much as $250,000.

— Lack of familiarity: Fifth-generation toolkits
are based on ‘objects’ and ‘rules’, concepts
with which neither programmers nor their
managers are familiar.

— Lack of examples of successful use: There are,
as yet, relatively few examples of the
successful use of fifth-generation toolkits.

— Requirements for computer power: Al-
derived techniques are often complex and
may require large amounts of processing
power. These requirements are often
difficult to estimate.

Over time, the significance of each of these
barriers will be reduced. Prices will fall, the
concepts will become more familiar, more
successful implementations will become known,
and the spread of parallel computers will
provide much cheaper processing power for
applications based on Al-derived techniques.
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Implications for systems
departments

Systems departments should expect future
application packages of all kinds to include
knowledge bases. This will increase both the
scope for customisation and the degree to which
such systems impinge on existing working
practices, and will decrease the requirements
for professional knowledge and skills among
systems developers and users. This process will
occur progressively over the next five years. To

exploit these packages, systems departments
will need:

— The technical skills to understand, modify,
and integrate the knowledge bases with
existing applications and development tools.

— The organisational skills to bring about the
changes in staffing, workflow, and standards
that will be needed to exploit the new
opportunities arising from Al-derived tools
and techniques.

— The business skills to translate the oppor-
tunities into a valid business case.

In the longer term, knowledge bases, like
databases, will be critical corporate resources,
with an important place in the systems
infrastructure. Although the implications of this
are likely to be considerable, the field is much
too immature at present to identify either the
appropriate strategies or the necessary infra-
structure for long-term success. Nevertheless,
we are convinced that Foundation members
need to keep a close eye on the rapid de-
velopments that are occurring.
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Neural networks

A neural network (more precisely an artificial
neural network) is a network of simple pro-
cessing units, each modelled loosely on the
functioning of a biological neuron, whose
combined behaviour mimics, to some extent,
that of an animal brain or nervous system.

Neural networks mark a new phase of artificial
intelligence, based on low-level biological be-
haviour rather than high-level reasoning. They
represent a decisive break with the data pro-
cessing, decision-support, and expert systems
approaches, because they are ‘trained’, not
programmed. Moreover, unlike most expert
systems, they do not require the trainer to
specify how the problem is solved — only to
supply sufficient examples of correct solutions.

Neural networks are not a new approach to
computing, since the first theoretical work was
published in 1943. However, their development
and exploitation has suffered several set-backs,
both technical and political. Figure 6.1 gives
some of the history.

Furthermore, the field of neural networks
shares common ground with several other
disciplines. Researchers in signal processing and
pattern recognition argue that neural networks
are simply a new way of implementing
algorithms that they have been using for years
for identifying patterns in speech, video, and
data communications. Neural networks also
share much ground with research into parallel
processing and there is considerable overlap
with neuro-biology and cognitive psychology,
with each field contributing to the under-
standing of the others. It is important, however,
not to confuse these terms since the term
‘neural networks’ does refer to a very specific
set of approaches to computing, which we
explain in this chapter.

Suddenly, neural networks seem to be very
much in vogue. The European Commission has

announced funding of 10 million ECUs for two
major neural network projects, one to develop
tools and standards, the other to investigate
possible applications. The US Defense Advanced
Research Projects Agency (DARPA) has
provisionally earmarked $400 million to spend
on neural network research in the next few
years, $30 million in 1989/90. From 1991, the
Japanese Ministry of Trade and Industry will be
sponsoring neural network research as the
successor to its widely publicised Fifth-
Generation Computer Project.

However, a major problem is that the field is
becoming so hyped that it is difficult to identify
the real developments. In this chapter, we
attempt to distinguish truth from hype, and we
look at the possible consequences for
Foundation members.

The nature of the technology

All neural networks are based on simple
elements that, like the neurons in biological
brains and nervous systems, have many inputs
and a single output. The output of each element
is a simple function of the inputs, and this
function is generated and adapted by training.
The output is in turn connected to the inputs
of many other neurons to form a complete
network.

Thus, depending on the particular architecture
used, a small network containing just 100
elements could have up to 10,000 connections
(if each one was connected to every other). It
is this ‘rich connectivity’ that is the source of
neural networks’ intelligence and robustness,
rather than the combined raw processing power
of their elements. For this reason, neural
network research is sometimes referred to as
‘connectionism’., A conventional computer
typically has far greater total processing power,
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Figure 6.1

1943 — McCullough and Pitts at MIT develop the first
mathematical model of a neural cell in the brain or
nervous system.

1947 — D Hebb proposes a simple model for neural
learning, whereby the strength of any connection is
increased whenever the neurons at both ends are
active.

1959 — F Rosenblatt at Cornell University develops a
computer simulation of the McCullough and Pitts model,
called the Perceptron.

1969 — M Minsky and S Papert at MIT, two eminent
professors of mainstream artificial intelligence, publish
‘Perceptrons’, demonstrating that the Perceptron model is
unable to solve certain very simple problems (including
the ‘exclusive-or gate’). Funding for neural network
research evaporates because of this paper.

1982 — J Hopfield at the California Institute of
Technology proposes an alternative neural network

The development and exploitation of neural networks have suffered several setbacks

architecture — the Hopfield Net. He also claims that such

networks may succeed where rule-based systems have
failed.

1986 — Rumelhart, Hinton, and Williams of Carnegie Mellon
University create a multilayer version of the Perceptron
model, together with rules for adjusting the connection
weights. They demonstrate that this new architecture
overcomes Minsky and Papert's objections.

1986 — T Sejnowski and C Rosenberg at John Hopkins
University develop NETtalk — a neural network that learns
to read aloud.

1989 — Several researchers and electronics manufacturers
announce working prototype versions of neural network
chips.

1989 — US Defense Advanced Research Projects Agency
allocates $400 million budget for neural network research
and development.

but far less ‘connectivity’ between the data
items. As well as being the source of their
power, the large number of connections is also
the prime cause of difficulty associated with
neural network development. Implementing
10,000 adjustable connections requires a lot of
computational power in a simulation, or a lot
of silicon in a hardware implementation.

There are many different architectures for
neural networks although they have some
common features. The most common, and the
most representative, architecture is called a
‘multi-layer perceptron’ and this is illustrated in
Figure 6.2, overleaf. The figure also shows how
such a network might be applied to a share-
trading application. The inputs are quantities
such as share price and price/earnings ratio,
while the outputs represent the possible
strategies — increasing holding, maintain
holding, and so forth.

Typically, there are three layers of elements,
or neurons. Data is fed into the input layer via
input lines. The data may be taken directly from
the ‘environment’ by means of electronic
sensors, or it may come from another computer
program or database. In the case of an image-
processing system, there might be one input
neuron for each pixel — that is, each dot in the
picture. In the case of a data processing
application, there might be one input neuron for
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each data field in a database record. Indeed, it
is quite common for a neural network to be
embedded within a conventional computer
system, with conventional programs being used
to prepare the input data, and then to present
the output from the neural network to the user
or another program.

The output of each of the input-layer elements
is connected to each of the neurons in the
middle or ‘hidden’ layer, producing the
characteristic ‘cat’s cradle’ diagram.

Each connection between neurons has an
associated ‘weight’ that controls the amount of
the signal that gets through to the next layer.
(In a biological neuron, this control function is
carried out by the ‘synapse’ — the gap between
neurons across which signals are sent — so
the weights are sometimes called ‘synaptic
weights’.) The process of learning in a neural
network is carried out by repeatedly adjusting
the hundreds or millions of weights in the
system until the inputs produce the required
outputs.

In essence, an individual neuron merely adds
together the inputs that it receives, each one
multiplied by a synaptic weight to enhance or
reduce its importance. The neuron ‘fires’ — that
is to say, generates an output signal — if, and
only if, the total ‘weighted sum’ of the inputs
exceeds a threshold level. In some neural
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Figure 6.2 The elements of a neural network are
arranged in three layers

Every neuron (or element) in a layer is connected to every
neuron in the next layer. The strength of each connection
(also called the 'weight’) can, however, vary. The weights of
all the connections are adjusted until the network produces
the required output from a given set of inputs. In this
simplified example, the network is designed to assist in
share-trading decisions. Input data includes quantitative
information such as share price, plus certain value
judgements. The output values correspond to actions that
can result from the input data — the highest value indicates
the recommended action. In the example, the
recommended action is to continue holding the share in
question.

Share  P/E
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==

Input data
values

Input layer
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‘hidden layer'
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Output data
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holding holding
Key:
O Element or neuron
— Weak connection
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network implementations, the output is binary —
changing from ‘0’ to ‘1’ whenever the neuron
fires. In other implementations, the output is
analogue and the strength of the output signal
is a function of the weighted inputs.

Each neuron in the middle layer is connected
to each neuron in the output layer, which
presents its signals to the user, or to another
computer program. In a pattern-recognition
application, there would usually be one output
neuron for each possible class of patterns. Thus,

in a handwritten input system, there would be
one output neuron for each recognisable
character A . .Z, 0. .9, and so on. The number
of neurons required in the middle layer for g
particular application, however, usually has to
be determined by trial and error.

The knowledge learned by a neural network is
effectively ‘stored’ in the strengths or weights
of the many interconnections, rather than in
any explicit form. However, researchers have
occasionally found that the neurons in the
hidden layer come to represent certain intrinsic
properties of the data they are handling. In some
speech-recognition applications, for example, it
has been found that individual neurons in the
hidden layer fire only when the word is a verb,
even though the concept of a verb has never
been presented to the network. This property
seldom has any direct value, but it does provide
insights into the way that neural networks
learn.

To train a network, all the weights are initially
set to random wvalues. A series of known
examples is then repeatedly presented to the
network. Each time a known example is
presented, the answer generated by the net-
work is compared with the correct answer — the
difference being called the ‘error value’. In a
process known as ‘error back-propagation’, this
error value is used to adjust the values of all
weights in the system that could have
contributed to that error. For the first few
examples, the network’s output will be almost
random, but as training continues, it will tend
to produce the correct answers to the sample
problems.

When the weights finally stabilise, the network
Is ‘trained’ and it is possible to move onto real
problems. Sometimes, the weights will not
stabilise, meaning that the network is unable to
learn even the training examples. Occasionally,
this can be rectified by restarting the training
with a different set of random weights.

The state of the art

Most of today’s neural networks are software
simulations rather than physical networks.
Particular applications are generally built using
neural network packages such as the Decision
Learning System from Nestor Computing. There
are now several dozen such simulation packages
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on the market. Most are written in standard

programming languages such as C, and many
will run on PCs.

The performance (principally the speed of
operation) of a simulated neural network can
be enhanced by means of an add-on board. One
such board can perform 22 million floating-point
instructions per second. This magnitude of
processing power is needed to recalculate
thousands of weight values with each learning
example. Parallel-processing technology will
soon result in even more powerful boards that
can be used to support neural networks.

A very specialised hardware implementation of
a neural network that uses off-the-shelf memory
chips to simulate neurons, and known as
WISARD, has already gone into commercial
application. Figure 6.3 provides further details.

A wider range of neural network applications
will become feasible when purpose-designed
chips reach the market. Several of the major
semiconductor manufacturers are developing
prototype neural network chips. Most are still
extremely limited. Bell Labs has achieved 200
neurons on one chip, and that is among the
densest built so far. The main problem has been
designing a suitable circuit to implement the
weights — storing them as digital numbers
requires considerable space. The most promising
devices store the weights as analogue voltages,
but these are at a very early stage of
development. Oxford University in the United

Figure 6.3 WISARD is a working neural network
implemented in hardware

WISARD was the brainchild of Professor Igor Aleksander
and co-workers at Brunel University in the United
Kingdom. (Professor Aleksander is now head of the
electrical engineering department at Imperial College,
London.) This team created a neural network element
based on standard random access memories, and
found that a large network of such elements operates in
a manner analogous to a neural network. Even though it
does not require special chips, such a network operates
very much faster than a software simulation of a neural
network, WISARD can recognise an image in

0.04 seconds, fast enough to examine every frame from
a TV camera. One of the most celebrated features of
the systern is its ability to recognise human faces, and
even to recognise ceriain facial expressions. A
commercial version of WISARD has been on sale for
several years now, and has been applied to a variety of

problems, from site security to banknote sorting.
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Kingdom, one of the leaders in developing this
technology, has achieved 12 analogue neurons
on one chip.

Another exciting development is the in-
corporation of simple neural networks into solid-
state electronic sensors. The best example is the
‘silicon retina’, developed by Carver Mead at the
California Institute of Technology, and soon to
be commercially marketed. The chip combines
a conventional CCD array (the electronic sensor
at the heart of any modern video camera) with
a simple neural network that processes the raw
image by smoothing out noise, and enhancing
lines and edges in the picture. The process is
directly analogous to that of the retina in the
human eye, which preprocesses the observed
image before transmitting it to the brain via the
optic nerve. Mead has since applied the same
concept to auditory signals by developing a
‘silicon cochlea’.

In the medium term, neural networks for
embedded and high-performance applications
(such as speech recognition and radar target
tracking) will be developed as software simu-
lations before being implemented as special-
purpose hardware. Silicon-based neural net-
works will eventually appear in a vast array of
products, from workstations to robots, and from
military aircraft to microwave ovens.

Benefits of neural networks

Neural networks have several advantages that
distinguish them from other types of computing.
The five main ones are:

— The implementation of a neural network
application does not require an expert in the
applications area. A neural network is taught
by being repeatedly shown a large number
of examples, each comprising a set of input
data, accompanied by the correct output or
answer. It is not necessary to specify the
actual sequence of steps or operations
needed to calculate the correct answer.

— When faced with uncertainty, neural net-
works are able to generalise. This is most
commonly used in classification applications—
deciding in which one of several classes to
place an input pattern. Figure 6.4, overleaf,
shows an example of a neural network
classifying handwritten numerals. A neural
network seldom produces an answer that
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Figure 6.4 Neural networks can cope with uncertainty
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is 100 per cent certain — the answer is taken
as being the class whose output line has the
highest value. In the case of the third
example in Figure 6.4, the network is indi-
cating that there is an equal probability of
the input being a ‘4’ or a ‘7’.

— Neural networks can operate with incom-
plete or distorted information. Figure 6.5
shows a specific kind of neural network
(called a Hopfield Net) using an iterative
process to restore a corrupted input pattern
to one of the taught examples. This aspect
of neural networks shares much with the
field of error correction in data communi-
cations, and with the concept of ‘contents
addressable memory’, where a database
record can be retrieved on the basis of
incomplete information.

— When neural networks are eventually imple-
mented in purpose-designed hardware,
especially those implementations that use

Chapter 6 Neural networks

analogue circuitry rather then digital, they
will be extremely fast compared with even
the fastest digital computers. This will make
them applicable to certain complex realtime
problems, such as speech processing or
identifying moving targets.

— Neural network systems are extremely
robust. In a large network, the failure of any
one element or link may degrade the per-
formance or accuracy, but it will not usually
cause the system to fail.

These advantages produce two main business
benefits — they extend the range of problems
to which computers can be applied, and in
favourable cases, they reduce the costs of
developing certain types of applications.

Neural networks are particularly relevant to the
processing of data from sensors, and they are
increasingly seen as the optimum computing
technique in this field. Neural networks are also

Figure 6.5 Neural networks can restore corrupted data

All neural networks can cope with incomplete or partially corrupted data. One particular type (called a Hopfield Ne) is specifically
designed for this purpose. In the example below, the net has been taught four patterns (0, 1, 2, and 3). When presented with a
highly corrupted pattern, the network iterates towards the most likely solution. The technique has applications for error correction
in data communications and for retrieving information from contents-addressable memory, when the input is complete.
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beginning to be applied to more conventional
data processing and decision-support problems,
where they are sometimes able to solve
problems that cannot be solved by other means.
Finally, their learning capability, and their

ability to generalise, allow neural networks to

reduce the costs of building certain types of
applications.

Leading applications

When dedicated neural-network chips become
available (and are in turn incorporated into
purpose-designed neural computers), there may
be benefit in converting some conventional
computer applications to take advantage of
the speed of neural networks. For the most
part, however, and certainly for the time
being, there is nothing to be gained by
converting existing successful applications so
that they can be run on neural networks. The
main benefits of neural networks arise from
new types of applications — either applications
where other techniques such as expert systems
have failed, or applications that have previously
been considered to be outside the scope of
information technology.

The principal applications for neural networks
may be divided into case-based decision-making,
planning, and pattern recognition in sensor
input. Neural networks have also been applied
to applications as varied as recruitment, battle-
field simulation, economic modelling, demand
forecasting, and assessing credit ratings. Early
users of neural networks come from a wide
range of industries, and include well-known
companies such as American Express, Ford,
Martin Marietta, Morgan Stanley, and Siemens.

Case-based decision-making

Neural networks can produce excellent results
In certain data processing applications. For
instance, Nestor Computing has developed a
mortgage-approval system that can be trained,
on several thousand cases, to identify potential
defaulters. It gives instant responses, and in the
case of a rejection, can indicate the data items
that were most responsible for the rejection.
Nestor claims that this system can reduce the
cost of handling an application by $50, and can
also reduce the percentage of subsequent loan
defaults.
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A similar type of system could be used for
assessing risks in insurance underwriting, in
personnel recruitment, and possibly for valuing
shares and bonds.

Planning

The best known of the few proven planning
applications of neural networks is probably the
Airline Marketing Tactician (AMT), developed
by BehavHeuristics. AMT uses two neural
networks to control an airline’s pre-flight
allocation of seats between classes. One network
predicts the demand for seats in each fare class,
while the other predicts the number of ‘no
shows’ — booked passengers who do not check
in for the flight.

Pattern recognition in sensor input

Neural networks are very valuable in the
analysis of speech, images, and other signals.
The images may be produced by cameras of
various kinds, or radar, or sonar sets. Other
signals may be produced by scientific apparatus
such as spectrometers.

These capabilities allow neural networks to be
used in a range of security applications. Among
the systems that exploit neural networks’ signal
analysis capabilities is the SNOOPE airport
security system. SNOOPE uses a neural network
to analyse signals produced by bombarding
passengers’ luggage with neutrons in order to
detect the presence of explosives. It has been
tested at San Francisco and Los Angeles
airports, and is now in operational use at

. Kennedy airport, New York. WISARD (see

Figure 6.3) is being used for site security at
certain high-security government sites in the
United Kingdom.

Another existing application is the checking of
blower motors for excessive noise. Siemens, the
German electrical manufacturer, makes blower
motors for incorporation into Ford car heaters.
In the mid-1980s, Siemens found that a few of
those produced were noisy. Noisy motors could
be tested by ear, but this work rapidly became
boring and workers could not perform to the
necessary consistency. Siemens’ Princeton
research laboratory therefore developed a
neural network that could identify noisy motors
90 per cent of the time, and this is now used
to check every motor produced.
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Even more extraordinary is a research project
being conducted at Warwick University in the
United Kingdom. This project is being sponsored
by a major brewery, and its aim is to develop
a ‘robot nose’ for monitoring the quality of beer
production. One half of the project is associated
with the sensing side — using a solid-state
electronic device to detect trace elements.
However, the problem is that no formulae exist
to translate measured trace elements into ‘taste’
parameters. Many industries (from winemaking
to perfumery) are totally reliant on human
‘tasters’, whose subjective judgements may vary
over a long time period. Using a software
simulation, Warwick has managed to train a
neural network to recognise 16 different brands
of beer from the detected trace elements.

Other systems exploiting a neural network’s
pattern-recognition capability include:

— A banknote sorter, based on WISARD, and
used by the De La Rue Co to sort banknotes.
(De La Rue is a United Kingdom-based
international corporation that is a world
leader in the printing of banknotes and
travellers’ cheques.)

A signature-verification system that is
96 per cent accurate. It will ultimately allow
a bank to check the signatures on all
cheques, the cost of which would otherwise
be prohibitive.

— Robot vision systems, such as ALVINN
developed at Carnegie Mellon University,
Pittsburgh. Once trained, ALVINN can
drive an unmanned vehicle at up to
3.5 miles per hour.

— A safety system for railway level crossings,
commissioned by British Rail. The neural
network will be designed to recognise
potentially dangerous situations such as
stalled cars or pedestrians using the crossing
when the barriers are down.

One of the most significant applications of
neural networks is to speech recognition, which
is described in Chapter 7.

Neural networks may also be able to find
unsuspected patterns in databases. This type of
application is, however, somewhat speculative.
As we discussed above, neural networks can be
trained on files of existing cases to predict
particular outcomes — for example, which
applicants for home loans are likely to default.
They cannot usually ‘explain’ their reasoning
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by citing patterns in the original data, but once
the neural network has established the
existence of such patterns, statistical or other
analyses may serve to identify them.

Advantages of neural networks
to business applications

The strengths and weaknesses of neural net-
works and other approaches to applying com-
puters to the solution of business problems are
compared in Figure 6.6, overleaf. The main
advantages of neural networks are that they can
be applied to poorly understood problems, they
can operate with incomplete data, and they can
be cheap to build.

Application to poorly understood problems

The development of either a conventional or an
expert system for decision-making usually
requires one or more experts who know how to
make good decisions. They then have to provide
(or at least agree on) the rules for decision-
making. In neural network development, it is
not necessary to start with decision-making
rules, but only with a set of cases with known
outcomes (measured or assessed) and some
sense of what data is relevant. Neural networks
therefore work well in situations in which it is
known, or suspected, that a pattern exists but
where the pattern is not known. This situation
exists in the analysis of images in factory,
security, and military applications.

Rule-induction techniques for building expert
systems, pioneered by Dr Ross Quinlan of the
University of New South Wales and Professor
Donald Michie of the Turing Institute in
Glasgow, Scotland, also work in the absence of
a proven expert. Induction has the advantage
of producing explicit rules, but most automatic
induction systems work well only when the
variables are independent of one another. In
many areas where problems have to be solved
— economies, for instance — there is a high
degree of interdependence between the
variables. Neural networks can sometimes work
well even where the variables are strongly
interrelated.

Tolerance for incomplete data

A neural network can often produce a good
result even if some data is missing. This
tolerance occurs because the response of the
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weaknesses

Approach
Traditional systems development

Decision-support system:

Expert system with human knowledge
elicitation

Expert system with rule induction
rules explicitly

Neural network No expert needed

Robust

Figure 6.6 Each approach to the application of computers to the solution of business problems has its strengths and

Strengths
Gives exact answers
Source of answers is clear

Supports management analysis
Often cheap to build

Captures expert heuristics

Expert does not have to:s;ﬁécif:y fher oot 1

Often cheap to build
Adapts ‘rules’ during use

Weaknesses
Lengthy
Expensive

No result guaranteed
F;igﬁ"us.efzﬁ;os'ts .

Requires one or more experis

Adaptation often troublesome

Agiﬁmatieﬁ often 'ggpt;blestir%_é

Requires large set of relevant, classified cases
Rationale for results obscure
Network needs careful design

network arises from the high connectivity
between all the elements, rather than from
specific rules or procedures. Other approaches
do not have this tolerance as an inherent
feature, and adding it will usually require
considerable programming effort.

Low cost

Because neural networks are usually run as
software simulations on personal computers, the
hardware is inexpensive. Software is available
for as little as $300, although more complex
packages that combine neural networks with
other programming techniques can cost as much
as $50,000.

The development of a neural network appli-
cation can be very rapid, because it does not
require explicit rules to be identified and
programmed. With suitable software, a network
can be defined in minutes and trained in hours.
Raytheon, a US developer and producer of
sophisticated electronic systems and com-
ponents, spent one year developing a sonar
target-recognition system using expert-systems
technology. It was 93 per cent accurate. A
neural network was trained to recognise targets
with greater accuracy in just one day.

Training a neural network does, however,
require a large set of relevant, classified, cases.
In the Raytheon example, this set already
existed. If a large number of training examples
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are not readily available, and need to be
researched or created, the cost of developing
a neural network system may not be so
favourable.

Problems with neural networks

There are several problems associated with the
development and application of neural
networks. The largest of these stems from the
fact that neural networks are still an immature
technology — there is still little formal
methodology governing their design. The other
main problems are that they have limited
applicability, sometimes they do not converge
on the right answers, they generally cannot
explain the ‘reasoning’ behind an answer, and
the data presented to a neural network may
need to be carefully conditioned or pre-
processed.

There is little formal methodology
governing neural network design

Despite nearly 40 years of research, there are
still no hard and fast rules for designing a neural
network. There is no rule, for example, about
how many neurons should be built into the
middle or ‘hidden’ layer of a three-layer net-
work to solve a particular problem. Yet this is
critical: too few neurons and the network will
not even learn the training examples; too many
and the network will learn the training




examples exactly but will be unable to apply
what it has learned to new examples. As a
result, most neural network design relies on trial
and error, which can be very time-consuming.

They have limited applicability

Popular press reports have suggested that
neural networks could render conventional
computers obsolete within 10 years. This is
nonsense. Almost all applications to date can
really be described as pattern-recognition or
classification problems. Only a small proportion
of business computing falls into that category.
Interestingly, though, quite a high proportion
of managerial decisions can be thought of in this
way — whether to hire a particular person,
deciding on the right selling price for a product,
forecasting if the exchange rate will go up or
down, and so on. It will be many years,
however, before neural networks can be applied
to other types of problems, and there may never
be any benefit in so doing.

Neural networks do not always give
the right answers

Like most optimisation and planning systems,
neural networks can also arrive at a local
optimum rather than the true optimal solution.
Usually, this problem can be overcome by
altering the design or the starting conditions for
a neural network, although, as stated above,
there may not be any rules for doing this.

Neural networks cannot explain the
reasons for their decisions

Neural network systems can produce clear
diagnoses, identifications, or recommendations,
and can even indicate the degree of uncertainty.
However, they have not, so far, been able to
explain the reasons for the results in the way
that a good expert system can. Inspection of the
state of the neural network by an expert can
verify that the arithmetic and logical operations
have been performed correctly, but cannot
provide an explanation in terms intelligible to
the user, except in the rare cases where neurons
in the hidden layer come to represent specific
properties of the data.

Recent research by Professor Stephen Gallant
of Northeastern University, Massachusetts, has
shown that a set of rules can be derived from
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neural networks of certain kinds. These rules
could be used either to provide justification for
the network’s results, or to generate, auto-
matically, an equivalent expert system. This
research has been applied by Hecht-Nielsen
Neurocomputer of San Diego, California, which
expects to have commercial products based on
it available in the first half of 1990.

The absence of any explicit justification for a
result does not prevent effective use of neural
networks in applications where it is only the
results that count — the majority of business
decisions, for example. However, it severely
limits their application to critical applications
involving finance, safety, or legal liability.

Data presented to a neural network may
need to be carefully preconditioned

Experience has shown that the success of a
neural network application can depend upon
how the input data is coded. An excellent
example of this concerns the much celebrated
NetTalk system.

NetTalk, developed at John Hopkins University
in Baltimore, Maryland, is a speech synthesiser
that converts plain English text into speech. The
problem of any text-to-speech system lies in the
complex rules required to convert characters
into one of the 46 phonemes, or basic sounds,
used in English, since pronunciation of any
character depends on its context. (The most
sophisticated system developed at the Royal
Signals and Radar Establishment in the United
Kingdom, for example, has 20,000 rules. To
operate in realtime, this would require
phenomenal computing power.)

NetTalk uses a neural network of approximately
200 neurons. The text characters are rep-
resented in binary code and are presented in
turn to the neural network inputs, which, in
addition to looking at the binary code for a
particular character, also looks at the three
characters on either side. The output layer of
the network features one neuron for each of the
46 possible phonemes.

The developers found that the network learned
very quickly, just by giving it plenty of ‘reading
matter’ accompanied by the correct pro-
nunciation. However, they were not able to
achieve better than 95 per cent accuracy, which
is not good enough for most applications.
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Researchers at Oxford University in the United
Kingdom have now found that accuracy can be
improved significantly by using several
alternatives to ASCII coding.

Implications for systems
departments

Neural networks are, as yet, a very immature
technology, and it will be several years before
they become an integral part of information
technology. The majority of applications imple-
mented to date are still only at a prototype or
experimental stage. Nevertheless, it is unques-
tionably an emerging technology, and organi-
sations that wish to remain at the forefront can
and should now be evaluating its potential for
real applications.

Rather than being applied to traditional systems
applications, neural networks are best con-
sidered for applications that have previously
been beyond the scope of information tech-
nology, or those where alternative methods
(such as expert systems) have failed to produce
the desired results. In particular, systems
managers should look out for pattern-recog-
nition, classification, and decision-support
applications in areas where the organisation is
totally reliant on regular human judgement or
classification, especially where the expertise is
having to be learned rather than taught. This
can apply to quality assurance (go/no-go
decisions), pricing policy, credit control, per-
sonnel evaluation, product design, and market
research, to name but a few,

Having identified a potential application, it is
tempting to start experimenting, given the wide
availability of low-cost neural network simu-
lation packages and appropriate hardware add-
ons. Our experience is that this approach seldom
achieves results, unless the developers have had
some formal training in neural network design.
The following guidelines should help to avoid
the more common pitfalls:

— Use a specialised consultant both to identify
applications and to specify the problem in
neural network terms. This is generally quite
a short stage, and once it has been com-
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pleted, the actual implementation and
testing falls well within the scope of a typical
systems department. Indeed, the greater part
of the task will be extracting the input data
from existing systems, and presenting the
data output from the neural network in the
most useful format.

— Ensure that the inability of a neural network
system to provide justifications for its results
will be acceptable to its intended users and,
where appropriate, to those affected by the
results.

— Keep a small proportion, perhaps 10 per cent,
of cases for human assessment, and retrain
the system periodically on these cases. This
is necessary because, like other systems,
neural networks need maintenance. In most
applications, the network’s original training
may become inappropriate.

— Pay particular attention to the user inter-
face. As with expert systems in the past, the
user interface of neural networks, and their
integration with existing systems, will be
critical issues. The development of interfaces
for data acquisition and training should
present few problems. Functionally integrat-
ing a neural network with, for instance, a
transaction-processing system, is likely to
prove considerably more difficult, and
should be carefully considered when select-
ing neural network tools.

— Develop a pilot neural network system that
addresses a real, but not business-critical,
requirement. Success with the pilot is likely
to lead to further applications, while failure
should teach valuable lessons. Once the in-
house skills have been built up, it may be
possible to make the tools and techniques
more widely available within the systems
department.

Neural network technology is the least ad-
vanced of the technologies described in this
report. Nevertheless, we believe that by the
mid-1990s it will be in use for certain types of
commercial computing applications. The guide-
lines set out above will help those Foundation
members who wish to experiment with neural
networks to do so in a controlled manner.
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If we had written a Foundation Report about
emerging technologies in the mid-1970s, it
would have included a chapter on speech
recognition, and we would have predicted then
that the technology was nearly ready for wide-
scale commercial use. Fifteen years later, the
situation is not very different. Although there
are now an increasing number of speech-
recognition systems on the market, some of
which have achieved modest success, decisive
breakthroughs in performance have proved to
be elusive, and speech-recognition technology
is not yet in widespread commercial use.
However, we remain convinced that speech
recognition will become a significant technology
for many organisations before 1995.

This optimism is based on recent advances in
the use of low-cost signal-processing chips and
the application of neural networks and sophisti-
cated mathematical techniques to speech-
recognition problems. In addition, as hardware
costs continue to fall, vendors of speech-
recognition systems should be able to reduce
product prices to levels that will make them
available to a mass market.

The main application of speech-recognition
technology will be to provide users of word
processing packages with the ability to dictate,
rather than type, their text. The technology will
also promote the increased use of computers for
word processing, electronic mail, and other text-
based applications, and will make all kinds of
computer applications easier to use. There are
also some interesting opportunities for synergy
between speech recognition and other Al
techniques and tools.

The nature of speech recognition

A speech-recognition system processes the
sounds that are picked up by a microphone in
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order to identify the words that were spoken.
The words are then processed or stored as if
they had been typed. (Speech recognition
should be distinguished from voice-recognition,
or voiceprint, technology, which identifies the
voice of the speaker rather than the words, and
is used for different types of applications.) The
central problem in speech recognition is the
variability of the spoken word. People pro-
nounce words differently in different contexts
and on different occasions, and different people
use different pronunciations. In addition, some
sounds may correspond to several different
words (‘two’ and ‘too’, for example). An added
complexity is caused by the very large number
of words in any natural language.

There is also a significant problem in deciding
which group of sounds constitute a word, since
people often run words together (by saying, for
example, ‘‘whatsthetime?’’ rather than ‘“what
is the time?”’). It is this problem that makes the
recognition of continuous speech much more
difficult than the recognition of isolated words.

All speech-recognition systems may be charac-
terised by five parameters:

— Whether the system is speaker-indepen-
dent, which means that it must be able to
recognise the words spoken by many
people, rather than just one person whom
it has been trained to recognise.

— Whether the speaker speaks normally or
inserts distinct pauses between words
(‘discrete word recognition’).

— The amount and nature of any background
noise and distortion that can be tolerated
(the sound quality).

—  The size of the vocabulary that can be
recognised.
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— The percentage of words correctly recog-
nised by a system (the recognition rate) in
a particular application. Research shows
that, for most purposes, the recognition rate
must be at least 97 per cent. If a system

recognises less than 97 per cent of the words,

people will refuse to use it.

Different types of speech-recognition appli-
cations require different combinations of the
first four parameters. Thus, as Figure 7.1 shows:

— A speech interface to a machine might
require speaker-dependent recognition of up
to 20 discrete words, spoken into a good-
quality microphone, although possibly with
background noise.

A public telephone-information system, such
as an interactive timetable, would probably
require speaker-independent recognition of
up to 50 discrete words, spoken over a
telephone line.

Audio input to a word processor would
require speaker-dependent recognition of at
least 5,000 words, presented as continuous
speech spoken into a good microphone, but
with limited background noise.

An automatic shop assistant might require
speaker-independent recognition of more
than 5,000 words, spoken continuously in a
moderately noisy environment. To be really
useful, however, such a system would also
need to understand what was being said.

One example of a successful speech-recognition
application is provided by Jaguar, the UK-based
manufacturer of luxury cars. Jaguar's factory-
floor quality inspectors are provided with a

speech-recognition facility. They receive
instructions and information either through
headphones or from display screens, and reply
through a microphone, indicating whether the
component inspected is acceptable. Jaguar has
found that this system enables faults to be fixed
more quickly and with less disruption than the
previous paper-based system.

Other organisations have been less successful
at implementing this type of speech-recognition
application, because the background noise level
is too high or the intended users are not willing
to take the time to train the system to recognise
their voices. Speech-recognition systems usually
need to be trained to recognise the words that
will be presented to them, and speaker-
dependent systems need to be trained by the
intended user.

The telephone-based information systems (often
called audiotex systems) installed to date have
met with limited success. However, organi-
sations such as banks and telephone companies
are actively developing new systems and some
of these will undoubtedly be successful. Sig-
nificant advances have also been made towards
providing audio input to word processors. The
fourth type of application shown in Figure 7.1,
the automated shop assistant, is unlikely to
become a reality within the timescale covered
by this report, mainly because of the difficulty
of understanding what is said.

Recent advances

Recent advances in speech recognition result
from the availability of signal-processing chips

Figure 7.1 The characteristics of a speech-recognition system depend on the particular application
System characteristics
cey G T S L
Machine-tool interface No No Good About 20
Timetable enguiries Yes No ‘Telephone About 50
Audio word processor No Yes Good 5,000
Automatic shop assistant Yes Yes Fqi? More than 5,000
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and the use of neural networks and related
techniques.

A digital signal processor such as AT&T's DSP32,
TI's TMS320, and Motorola’s DS56000 consists
of a single chip that provides a fast analogue-
to-digital convertor and specialised logic for
floating-point arithmetic. A digital signal-pro-
cessor chip processes analogue audio signals,
extracting features such as the frequencies of
the tones that make up the sound, ready for
further processing. In recent years, digital signal
processors have become available off-the-shelf
at modest prices, and are being included as
standard components in advanced workstations
such as the NeXT Cube.

During the past two years, researchers have
begun to apply neural networks and mathe-
matical forms, known as hidden Markoff chains,
to the problems of speech recognition. The great
advantage of these techniques is that they do
not require the researchers to start with detailed
knowledge of the exact differences between
phonemes (the basic building blocks of human
speech), because neural networks acquire this
knowledge as they are trained.

Perhaps the most successful of these systems
to date is that developed by Professor Teuvo
Kohonen at Helsinki University, which is
described in Figure 7.2. Kohonen’s system
works in English, Finnish, and Japanese, and
requires ten minutes to train for a new speaker.

Figure 7.2 The Kohonen speech-recognition system is
probably the most successful to date

The Kohonen speech-recognition system operates in
three stages. The sound signal is first converted to
tones, the tones are then converted to phonemes, and
the phonemes are finally converted to words.

The sound signal is processed by a digital-signal
processor, the output of which is converted to tones by
applying a Fourier transform (a mathematical technique
that, approximately, describes the speech waveform as
a set of pure tones). The output from the Fourier
transform is passed to a self-organising neural network,
implemented on two M68000 chips, which classifies the
tones as phonemes. Although the system has been
implemented only in Finnish, the phonemes are the
same in English and Japanese. Finally, the phonemic
transcription is passed to a second neural network,
implemented on a PC/AT, which has been trained to

convert sequences of phonemes into words.
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According to Ian Croall of the UK Atomic
Energy Authority, who has used the system, it
is ‘98 per cent accurate at dictation speed, or
rather better than the average secretary’.
Unfortunately, this system is no longer available
for public inspection because the industrial
sponsor of one of Kohonen'’s students, Osahi
Chemicals, has bought all the rights to this
system. Osahi Chemicals says it will be offering
products based on this technology by 1991.

Other researchers have, however, replicated
parts of Kohonen’s work. The key to success
appears to be the starting conditions for the
network, after which training achieves the final
state. Kohonen has since produced another
speech-recognition system that, he says, has
even better performance.

Another interesting and significant speech-
recognition system is that developed by Dr Fred
Jelinek of IBM’s Thomas G Watson Laboratory,
Yorktown Heights, New York. This system is
implemented as add-on boards for a PC/AT. In
the first stage, the system recognises ‘diphones’
— that is, transitions between phonemes — in
the input sounds. In the second stage, the
system resolves ambiguities, such as that
between ‘to’, ‘too’, and ‘two’, through the use
of statistical tables.

This system is trained by speaking 100
sentences, a process that takes 20 to 25 minutes,
after which the system takes four hours to
construct its recognition model for a vocabulary
of 20,000 words. It is claimed to have a
recognition rate of more than 95 per cent,
providing that the speaker leaves a pause of
0.2 seconds between words. This system was
seen by delegates who attended the Industry
Tour that followed the International Foundation
Conference in Cannes in October 1989. It is a
laboratory system, however, and IBM has made
no commitment concerning any future product
based on this system.

We believe that the application of neural net-
works, hidden Markoff chains, or other related
techniques, will produce a usable, speaker-
dependent, continuous speech-recognition
system with a vocabulary of at least 5,000 words
certainly by 1995, and probably by 1993. Such
a system would need to be trained for each
separate speaker, but this training would take
minutes rather than hours.
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Applications

The advances in speech-recognition technology
described above will result in audio-input
facilities being provided for word processors,

electronic mail, and groupware systems. Used -

in these ways, speech recognition will have a
significant impact on the user interface to
computer systems in general.

The audio word processor

Speech-recognition facilities will first be pro-
vided on office workstations in the form of add-
on boards accessed via special software. We
expect that, once the technical feasibility and
commercial viability of this approach are
established, major suppliers of word processing
software will add support for these boards to
their products. The suppliers of user-interface
managers will then move to provide support for
speech input, including correction functions, in
their products.

Most business and professional documents
require a vocabulary of only a few thousand
words, excluding proper names. Speech-recog-
nition technology will be able to provide an
acceptable level of performance for such a
vocabulary, assuming that the speaker speaks
as slowly and clearly as he or she would into a
dictaphone. Since an intelligent personal
workstation is used by only one person at a time,
an audio-input system for word processing
needs to be able to recognise only one user at
a time.

An audio-input system will inevitably not be
able to recognise every word that is spoken, and
system designers will need to give careful
thought to ways of detecting and correcting
mistakes. Possible means of detecting mistakes
include:

— Programming the recognition system to
question the user when its level of
confidence in having correctly identified a
word falls below a certain threshold.

— Using syntactical and grammatical analysis
to determine when a string of words does
not make sense.

— Allowing the user to review the text
generated from his or her spoken inputs.
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In some cases, it may be possible to correct the
misrecognised word automatically. Usually,
however, it will be necessary for the user to
repeat, spell, or key in the word in question. The
initial implementations of audio input to word
processors will require their users to decide
between alternative words and spellings, to
enter proper names, and to correct misspelt
words using a keyboard and/or pointing device.

The corrections may be made -either by
interrupting the dictation at the point where the
system is unable to recognise a word, or by
reviewing the whole of the generated text and
correcting any words that have been flagged.
The optimum mix of techniques for correcting
text generated by speech-recognition systems,
and the design of the human interface to such
systems, are matters that require further
research and development work. An audio word
processor will, for example, also need to provide
features similar to those available with an
ordinary word processor — cut-and-paste, page
formatting, control of font and type size, and
S0 on.

The widespread use of word processing
packages on PCs has shown that many managers
and professionals are prepared to type their own
documents if they are provided with suitable
facilities. Few of them are, however, competent
touch typists, and because of this, many of them
enter their shorter documents themselves but
ask a typist or secretary to key in the longer
ones. Given a choice, most of them would prefer
to dictate their larger documents to an audio
word processor, rather than key them in
themselves or have someone else key them in
on their behalf.

These managers and professionals are major
originators of business documents, and they
comprise an important market for the makers
of audio word processors. The audio word
processor will also expand the use of word
processing to people who are at present
unwilling to type.

Speech recognition as part
of the user interface

The increasing use of hypermedia systems will
make people more used to combining speech
input with other means of interacting with a
computer. The technology already exists to
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allow users to speak their commands to
operating systems and software packages, but
its use is largely restricted to circumstances in
which either the user cannot use a keyboard
because his hands are being used for another
purpose, such as holding a measuring instru-
ment, or the interaction must take place over
a telephone connection.

In many circumstances, however, speech-recog-
nition facilities are not a particularly attractive
option for existing users of PCs and office
systems because:

— PC users do not see the need for speech-
input facilities, believing that the existing
(and familiar) keyboard-input functions are
perfectly adequate.

— A good interface requires the integration of
speech and keyboard functions, and soft-
ware suppliers have generally not provided
this.

— In some cases, using speech-input functions
would be slower than keyboarding.

— The technology is expensive.

— Some people would be embarrassed to be
seen talking to a machine.

We therefore conclude that today’s speech-
recognition technology will not replace the use
of keyboard and mouse. However, there seems
no reason why a speech-recognition subsystem
that has been installed to facilitate audio input
to a word processor should not also be used for
input to a database, spreadsheet, or other office
system.

Despite the drawbacks listed above, we believe
that speech recognition will increasingly be used
as part of the user interface. In particular,
interfaces that combine windows, pointing, and
speech recognition will increase the range of
people who use computers, because such
interfaces will overcome the ‘keyboard phobia’
that some people still have. (Most of the
reluctance to use keyboards is, however, due
to a realisation that the computer system on
offer provides little benefit to the person
concerned.)

The most significant group whose use of speech
recognition will increase is senior managers.
Some senior managers in large organisations
have already shown that they are willing to use
computer systems to retrieve information that
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is important to their work. Indeed, specially
designed executive information systems are an
important growth area. However, users of
executive information systems are usually
unwilling to input much of the information
themselves, although some of them have
become extensive users of electronic mail
systems. By making the entry of information,
especially of text, easy, speech recognition will
increase the number of senior managers who
use IT systems, especially electronic mail and
groupware systems.

Barriers to the use of speech
recognition in the office

The use of speech-recognition systems has been
restricted in the past by many factors including
their small vocabularies, the need to train
systems to recognise individual users, the high
cost of the technology, the unsuitability of office
acoustics, and the possible embarrassment of
prospective users.

Advances in speech-recognition technology will
increase the vocabularies of available systems
and reduce the training time (because they will
be trained on a set of phonemes rather than
on every word in the vocabulary). Technical
advances will not directly reduce the cost of
speech-recognition technology, but as a volume
market for speech-recognition systems
develops, prices will fall.

In many offices, and especially open-plan
offices, little thought has been given to the
acoustic environment. As a result, some staff
find even the use of telephones and keyboards
by other staff intrusive and disruptive. In such
office environments, speech input to, and
speech output from, computers may be im-
practical. It is often possible to improve office
acoustics by installing sound-absorbing furni-
ture and wallcoverings, or by injecting a low
level of ‘white noise’. The effective exploitation
of speech-recognition technology may require
the use of these techniques in many offices.

Future developments

In the past, some researchers have attempted
to implement speech-recognition systems by
using Al-derived techniques such as natural-
language processing, and even expert systems,
to compensate for the limitations of the basic
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speech-recognition technology. The application
of neural network and related techniques seems
likely to remove the need to enhance the basic
recognition technology, although Al-derived
techniques will certainly be necessary if the

system is to ‘understand’ enough of the words

spoken to take appropriate action. There are
already systems that can automatically analyse
the contents of texts that are restricted to a
small subset of natural language (banking
telexes, for example), and database systems that
allow queries to be expressed in a wide variety
of syntactic and verbal forms have been avail-
able for some years.

Once speech-recognition technology has reached
a sufficiently high level of performance, there
is clearly scope for using it as a front-end to a
natural-language processing system. Such a
system could provide a senior manager with a
powerful and easy-to-use interface to corporate
databases, or enable a travelling representative
to retrieve the information without having to
use a computer terminal.

The combination of speech recognition with
other Al techniques could be taken a step
further to provide systems that appear to have
intelligence. In Chapter 5, we said that com-
monsense knowledge bases, like the one being
developed by Project CYC at the Micro-
electronics and Computing Corporation, may be
available by about 1994. The goal of Project CYC
is to develop a comprehensive commonsense
knowledge base that can be used to understand
the contents of texts such as newspaper articles.
Such a knowledge base would also be able to
understand the meaning of words spoken to it,
and to generate appropriate responses and
actions based on that understanding.

A system with the architecture shown in
Figure 7.3 would seem to have all the elements
necessary to pass the Turing Test (which was
described in Chapter 5), when it is used as a
reference source for information included in the
knowledge bases and databases to which it had
access. We do not, however, expect such
systems to be available by 1995.

Implications for systems departments

Speech-recognition technology can be used
today for applications that require only small
vocabularies and that operate in reasonably
favourable acoustic environments. Commercial

Figure 7.3 Combining speech recognition with a
commonsense knowledge base will
produce a very sophisticated

‘intelligent’ system
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products are available from vendors such as
Articulate Systems (based in Switzerland), Kurz-
weil (of Massachusetts), and Speech Systems (of
California); their use should be considered for
applications where screen and keyboard access
is, for some reason, impossible or undesirable.

There is little that user organisations can do to
bring forward the availability of better speech-
recognition technology and, in our view, not
much that they can do to prepare for using it.
In view of the uncertainties, we recommend
only that members should track the develop-
ment of the new speech-recognition technology
and products.

In planning new buildings and office refurbish-
ments, systems managers should, however,
ensure that future acoustic requirements are
fully considered. This, and many other aspects
of the impact of IT on buildings, are discussed
in Information Technology and Buildings,
published by Butler Cox in 1989 following a
major study conducted on behalf of four leading
IT vendors.
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Appendix

Other technologies not investigated in detail

In this appendix, we briefly describe some of
the emerging technologies that did not meet our
criteria for inclusion in this report, and-that
were therefore not studied in detail.

Data compression

Data-compression technology is developing
rapidly as powerful but inexpensive single-chip
computers become available to run the powerful
compression algorithms that have been devel-
oped over the last 15 years. The approaches to
compression range from those that work for all
kinds of data to those that are particularly
appropriate for a particular kind, such as
digitised speech. Data compression can be used
to reduce both the bandwidth required on
communications lines and the amount of storage
required on discs, tapes, and other media.
Compression is particularly important in voice
and video applications where large amounts of
data need to be stored or transmitted.

The most basic approach to compression
replaces frequently occurring patterns in a
stream of bits or bytes with symbols rep-
resenting the patterns. This form of data
compression is used in modern facsimile
transceivers and can reduce the amount of
information that has to be transmitted by up to
90 per cent. Usually, the data reconstructed
from the compressed form is exactly the same
as the original data.

A second approach, which is appropriate to the
digital representations of continuous analogue
signals, such as sounds and images, is based on
transmitting changes rather than complete data.
This approach may be applied to the signals
produced by scanning consecutive lines in
preparation for facsimile transmission or to the
changes between two successive {rames of a
video transmission. It is also used in some
telephony systems, in digital videoconferencing
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systems, and in compressing moving images for
storage on optical discs. In some situations, the
data can be reduced by up to 98 per cent.
However, there may be some distortion in the
reconstructed data where there is a very high
rate of change in the data, such as rapid
movement in a television picture.

The most sophisticated approach to data com-
pression identifies the phoneme represented by
a sound, or the character or geometric shape
represented by an image, and transmits a
description of the phoneme, character, or shape.
This approach requires even more processing
power than the one based on transmitting
changes, but it can reduce that volume of data
by up to 99.8 per cent. It is used in Encapsulated
PostScript to describe complex line art.
However, some loss of detail is inevitable when
the sound or image is reconstructed.

The most significant consequence of the more
advanced kinds of data compression is the
ability to increase the playing time of moving
images stored in digital form on an optical disc.

Fibre Distributed Data
Interface (FDDI)

FDDI is an emerging standard for optical-fibre
local area networks operating at 100M bit/s.
Products are already available from a few
specialist suppliers and are under development
in the research and development departments
of many suppliers. IBM and Digital have both
indicated that FDDI technology has a place in
their strategic plans. However, the products
available today are much more expensive than
Ethernet and Token Ring products.

For at least the next five years, we expect FDDI
networks to be used mainly as backbone
networks in large buildings and on campuses.
They will also be used to connect very-high-
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performance workstations to each other and to
supercomputers, a requirement that will be-
come more common as parallel computers and
hypermedia systems come into more general
use.

Image processing

The term ‘image processing’ covers two distinct
technologies. One is the capture and manage-
ment of document images (usually business
documents), and is sometimes known as
document-image processing. Report 70 (Elec-
tronic Document Management) described how
document-image processing provides major
opportunities for cost savings and service
improvements when combined with other
technologies to form an electronic document
management system.

The second type of image-processing technology
is concerned with the processing of an image to
determine what it shows. Examples include
recognising an intruder by a security system,
identifying characters in a document image, and
recognising a particular kind of aircraft in a
radar image. This type of image processing can
also be used to analyse photographs and the
images produced by various scientific instru-
ments, and can be applied in factory automa-
tion, security systems, and military surveillance.
The technology is based on advances in parallel
computers and neural networks and is increas-
ingly being used in conjunction with document-
Image processing technology. However, with the
possible exception of security systems, these
types of applications are probably relevant to
only a minority of Foundation members, so we
have not examined this technology in detail.

Local area wireless networks

The costs and problems associated with wiring
buildings for IT systems have encouraged
several suppliers to develop wireless systems
based either on radio links, typically in the
900 MHz range, or on infra-red transmission.
Most of the wireless systems currently avail-
able provide data transmission at rates up to
9600 bit/s and have acceptable error rates over
distances up to 30 metres. There are also some
more powerful systems able to transmit over
longer distances.

A well known example of this type of tech-
nology is the cordless telephones that are widely

available for domestic use. However, the small
number of frequencies available for this purpose
in most countries has made them unsuitable for
offices. The introduction of second generation
cordless (CT2) systems late in 1989 heralded a
significant change. Several suppliers are
developing PABXs and key systems based on
CT2 technology, and we expect these products
to become an attractive alternative to conven-
tional wiring for telephony. Nonetheless, the
business implications of this will probably not
be very great, because almost every established
office is already wired for telephony.

Another disadvantage of office communication
systems based on CT2 technology is that the
data transmission rates are likely to fall far short
of those required by today’s personal com-
puters, and to be totally inadequate for those
that will be needed by future hypermedia
workstations. In view of the small amount of
data transmission that is handled by PABXs
today, we do not expect local wireless data
networks to be a significant technology for
Foundation members by 1995.

Metropolitan area networks

Metropolitan area networks operate at the
speeds typical of local area networks, but over
much wider areas, typically a city. They are
expected to operate at between 35M and
150M bit/s and will be able to carry digital com-
munications of all kinds, although their use for
full-motion video may not often be economical.

The concept of the metropolitan area network
was formulated several years ago, but
significant progress was not made until the
relevant IEEE committee aligned its standard
(802.6) with emerging standards for broadband
ISDN. This attracted the support of the regional
Bell telephone operating companies, and it now
seems likely that metropolitan area network
products and services will be available in a very
few years. Services in some countries will be
offered by telephone and cable operators.

At present, however, it is far from clear what
metropolitan area networks will be used for:

— Initial experience with ISDN services has
been concentrated on conventional voice
and data communications.
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— In general, businesses do not see much need
for the high data transmission rates that
metropolitan area networks can provide.

— The services are likely to be too expensive
for domestic subscribers for many years.

In view of the uncertainties about the timescales
and implications of metropolitan area networks,
we did not study them in detail for this report.

Object-oriented design, program-
ming, and data management

Object-oriented design, programming, and data
management are all based on the concept that
information systems should model the world in
which they exist, and that the world is
composed of objects, which have certain things
in common.

Object-oriented design may be seen as an
extension of the entity-relationship approach to
data modelling that underlies most of today’s
structured techniques and CASE tools. Object-
oriented programming can be thought of as an
approach to programming in which:

— Data and program code to process the data
are ‘packaged’ as an ‘object’. Each object
is separately designed, coded, and main-
tained.

— Objects inter-react with each other by
transferring messages, not by inspecting
each other’s data and program structures.

— New objects may be created from existing
ones in a controlled manner, so that they
retain (or inherit) the properties of the
existing objects.

Object-oriented data management is the natural
complement to object-oriented programming.
However, it may also be seen as an extension
to the relational database approach that enables
data structures that cannot be ‘normalised’
(such as those found in office systems, CAD,
and multimedia systems) to be managed. In
Report 64, Managing the Evolution of Corporate
Databases, we stated that obj ect-oriented data-
bases will be important in the future both for
structured databases and for knowledge bases.
Hypertext and hypermedia systems (discussed
in Chapter 4) use a restricted form of object-
oriented data management.
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In Report 74 (The Future of System Development
Tools), we shall discuss object-oriented design,
programming, and data management further.

User interfaces

The recent introduction by many suppliers of
graphical user interfaces, and their endorsement
by IBM, has focused attention on user-interface
technology. Most computer vendors are now
developing toolkits that will allow graphical user
interfaces to be built into application systems.

Recent advances in the nature of the user
interface include the introduction of animation,
greater use of sound, and hypertext, all dis-
cussed in Chapter 4. In the next five years,
much greater use will be made of these tech-
niques and of voice input. (Developments in
speech recognition are discussed in Chapter 7.)

One disadvantage of almost all current user
interfaces is that they provide every user with
the same interface, even though different users
may have different needs at different times.
Unfortunately, recent research indicates that
the achievement of a highly adaptable user
interface requires considerable work for each
application, or class of application, rather than
the use of a few specific techniques. No
breakthrough seems imminent in the develop-
ment of adaptable ‘customised’ user interfaces.

VSAT technology

Very small aperture (satellite) terminals (VSATSs)
communicate with satellites in geosynchronous
orbit using dishes that are only 1.2 or 1.8 metres
in diameter. A typical VSAT network provides
two-way data communications between a head-
office site, which is equipped with a large satel-
lite dish, and a large number of widely dispersed
locations, each of which is equipped with a small
dish. The market for VSAT networks is growing
rapidly in north America, where large distances,
a liberal regulatory regime, and the existence
of many organisations operating on a con-
tinental scale, can often make VSATSs cheaper
than terrestrial communications facilities.

These conditions seldom exist outside North
America, so VSAT networks are less likely to be
feasible elsewhere. VSAT technology was there-
fore not investigated in detail in our research.
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The Butler Cox Foundation

The Butler Cox Foundation is a service for senior
managers responsible for information management in
major enterprises. It provides insight and guidance to
help them to manage information systems and
technology more effectively for the benefit of their
organisations.

The Foundation carries out a programme of syndi-
cated research that focuses on the business implica-
tions of information systems, and on the management
of the information systems function, rather than on
the technology itself. It distributes a range of publica-
tions to its members that includes Research Reports,
Management Summaries, Directors’ Briefings, and
Position Papers. It also arranges events at which
members can meet and exchange views, such as con-
ferences, management briefings, research reviews,
study tours, and specialist forums.

Membership of the Foundation

The Foundation is the world’s leading programme of
its type. The majority of subscribers are large organi-
sations seeking to exploit to the full the most recent
developments in information technology. The mem-
bership is international, with more than 400 organi-
sations from over 20 countries, drawn from all sectors
of commerce, industry, and government. This gives
the Foundation a unique capability to identify and
communicate ‘best practice’ between industry
sectors, between countries, and betweenIT suppliers
and users.

Benefits of membership

The list of members establishes the Foundation as
the largest and most prestigious ‘club’ for systems
managers anywhere in the world. Members have
commented on the following benefits:

— The publications are terse, thought-provoking,
informative, and easy toread. They deliveralot
of message in a minimum of precious reading
time.

—  The events combine access to the world’sleading
thinkers and practitioners with the opportunity
to meet and exchange views with professional
counterparts from different industries and
countries.

—  The Foundation represents a network of systems
practitioners, with the power to connect
individuals with common concerns.

Combined with the manager’s own creativity and
business knowledge, Foundation membership
contributes to managerial success.
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Ttaly
RSO Futura Srl
Via Leopardi 1, 20123 Milano, Ialy
= (02) T2000 583, Fax (02) 806 SO0

Scandinavia
Butler Cox Foundation Scandinavia AB
Jungfrudansen 21, Box 4040, 171 04 Solna, Sweden
| (05) T30 0300, Fax (08) 730 1567

Spain and Portugal
T Network SA
Nilfiwez Morgado 3-6°b, 28036 Madrid, Spain
W (01) 733 0866, Fax (91) 7339910
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