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Both the nature and the scope of most organisations’
computer applications will expand dramatically over
the next three to five years. The pressure on
managementservicesstaff is already here: in many
organisations, users are demandingthat flexible new
systems be developed urgently.
In working towards cost-effective systems there is
a bewildering choice of approaches, methods and
tools. There are too many alternatives for most
organisationsto investigate, let alone install and use.
The purposeof this report is to identify the key fac-
tors that influence systems cost-effectiveness, and
to offer guidance to Foundation members on how
‘cost-effective’ systems can be achieved.
The report concludesthat there are opportunities to
significantly improve the cost-effectiveness of sys-
tems development and maintenance, if a co-ordina-
ted programmeof action is undertaken.
The team that researched and wrotethis report was:
David Flint, a consultant with Butler Cox who has
considerable experience of commercial systems
development. He was the author of Foundation
Report No. 12 — Trends in Database Management
Systems — and has carried out numerous systems
studies.
Rob Moreton, a consultant with Butler Cox
specialising in systems development and data pro-
cessing management. He has contributedto the re-
search programmesof several Foundation reports,
and was responsible for arranging the programme
for two recent Foundation conferences that dealt
with systems productivity. He has also lectured
extensively on these topics.
Chris Woodward, a consultant with Butler Cox
specialising in information systems and the man-
agement of computing projects. He has extensive
experience of systems development and main-
tenance and has carried our numerousprojects in-
volving both large mainframe computers and smaller
distributed systems.
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of subscribing members.
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Before each research project starts there is a further
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key managementissues and onoffering advice and guid-
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Both the nature and the scope of most organisations’
computer applicationswill expand dramatically over
the next three to five years. The pressure on manage-
mentservicesstaff is already here: in many organisa-
tions, users are demanding that flexible new systems
be developed urgently.
Responding to these demands means selecting
methodologies,taking advantage of appropriate avail-
able aids and, in various ways, improving develop-
ment productivity. It does not mean simply increas-
ing the number of people engaged on the develop-
ment: for most organisationsthis is not possible and,
evenif it were possible, it would not be advisable.
Development and maintenance are the twoparts of
the complete systemlife-cycle. They are strongly in-
terrelated, since false economy in development can
lead to substantial extra costs in maintenance.

Modern systems development practices aim to
achieve reduced maintenance costs through better
structured and documented systems and automated
procedures. These procedures may increase de-
velopmentcosts, but can result in lower maintenance
costs and hence improved overall life-cycle cost-
effectiveness. This is important since maintenance
typically accounts for over 50 per centof system cost.

In working towardscost-effective systems there is a
bewildering choice of approaches. System develop-
ers are offered project management disciplines,
structured analysis and design methods, structured
programming, application generators, application
packages, development toolkits, novel operating
systems and end-user computing — too many alter-
natives for most organisationsto investigate,let alone
install and use.
Large computerusers can benefit from one or more
of these alternatives. But the uncritical adoption of
a single solution can be no panacea for development/
maintenanceproblems. Choosing the right approach
is the subject of chapter 4 of the report.

The traditional staged development approach is
thorough, but cumbersomeand slow.It is regulated
by formal standards, and supported by a limited
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number of automatedtools. Three non-traditional ap-
proaches — collaborative, iterative and end-user
development — have emerged in attempts to over-
come the traditional shortcomings.
In collaborative development the system re-
quirements and design are developed by a team of
usersin close association with professional systems
staff. This takes time, but it enhances user commit-
ment and applies user knowledge directly.
In iterative development a prototype of the system
is built, using advanced tools, and is then refined to
form the operational system. End-user development
(reviewed in Foundation Report No. 30) embraces a
variety of approaches in which users develop their
own systems.
Managers should acceptthat the non-traditional ap-
proachesare hereto stay andarelikely to contribute
more extensively in the future. Projects can be mat-
ched to the appropriate approachesonthe basis of
a numberof key characteristics: commonality of re-
quirements,generality, impact on the business, com-
plexity of requirements, performance requirements
and clarity of requirements.
Whatever approachis adopted, the active participa-
tion of users in the development process should be

- encouraged. Users must beableto identify their own
requirements, and prototyping — the building of a
working model to test assumptions — is increasingly
used forthis.
Prototypes can be usedfor various types of system,
provided that appropriate software tools are available.
They are well suited to small business applications
suchas stock control and decision support systems;
and less suited to large, complex systems.

Five examples of methodologies that are affecting
systems development are described: data analysis
methodology, systems development methodology,
structured analysis and design, information systems
work and analysis of change, and PRIDE/ASDM.
Theseare outlined in chapter 5 of the report, which
also discussesthe effects of increasingly automating
systems workand the use of systemsbuilding tools.
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These tools include system generators, language-
independent program generators, DBMS-basedtools,
integrated toolkits and discrete tools such as query
languages.
The use of computer-based tools, together with im-
proved access to computers,is leading to the integra-
tion of the separate tasks of the analyst, designer and
programmer. Program code may be generated by a
widervariety of people, and once againit will be feasi-
ble to combinethe rolesof analyst and programmer.
This change in the role of systemsstaff will be a main
feature of data processing over the next five years.

Another change in role concerns the relationshipbetween systemsstaff and systems users. Systemsstaff bridge the gap between the user and themachine. But the gap-bridging becomeseasieras themachinefacilities expand. Sometimes the gap canbe closed by providing users with appropriatecomputer-based tools, whereupon the role of thesystems staff becomesthat of identifying how themachinefacilities can best be exploited by the users.
How can cost-effectivenessin systems developmentand maintenance be measured and improved?Measures of effectiveness (in terms of timeliness,quality and quantity) and efficiency (in terms of staffperformance, equipment, methods and costs) forma useful structure for managing performance.Managers should establish formal programmes tomonitor the appropriate performance data; systemsmanagementbyintuition is no longer adequate.
Certainly there are difficulties in systems perfor-mance measurement — the “product’’ may bein-tangible, different phases are interdependent, thecreative process doesnotlenditself to measurement,and comparisons may mislead if the products aredissimilar. But these difficulties can be overcome ifwell-defined measures or metrics are established.Appropriate measuresfor systems, equipment, per-sonnel and projects are discussed in chapter 2.
Wefind that improvementsin cost-effectiveness canbest be achieved through a broadly based improve-ment programme.This should consider suchfactorsas project management, environmental (personnel)factors, data management, new methods andtools,

application packages, new approachesto develop-ment and the role of the user.
Workattitudes of systemsstaff have a strong influ-ence on productivity, as we noted in an earlierFoundation Report. And work attitudes are them-selves strongly influenced by organisationalfactors.Among the many organisational factors reviewedinchapter 3 are the importance of assigning highmanagementpriority to staff motivation; the value ofinspection procedures: and the benefits of organis-ing maintenance as a separate function.
In the final chapter of the report we give guidelinesfor management aimed at promoting cost-effectivesystem development and maintenance. Strategically,the choice of system to be developedin thefirst placeis a critical factor.
At departmentallevel, our recommendationsinclude:
—Implementtraining programmesto improve staffskills and motivations.
—Introduce system metrics to provide objectivemeasurement of performance.
—Introduce quality assurance procedures.
—Adopt automated project management aids forlarge and complex projects.
— Increase the degreeof automation within the dataprocessing department.
Among the guidelines given for the project level are:
—Adopt collaborative, iterative and end-user de-velopment approaches.
—Break long-delivery projects into smaller elements.
—Raiseproductivity by using off-the-shelf software.
—Adoptformal methodologies such as data analysis.
—Cutleadtimes by adopting system-building tools.
Using the approachesoutlined in the report in thecontext of a co-ordinated programme,we conclude,there is no reason why mostdata processing depart-ments cannot double their development andmaintenanceproductivity in three to four years’time,and raise it by a further 400 per centin six to eightyears.

‘The Butler Cox Foundation
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Before a new application system is developed,
several crucial decisions need to be taken. These in-
clude the method andthetools that will be used to
develop the system. Also, in recent years, it has
becomeincreasingly relevant to consider the type
of staff (systems developer and user) involvedin the
development process. These early decisions have
far-reaching effects on system costs — yetthey are
often ignored.
Intended readership
The report is intended for the executive responsible
for an organisation’s systems function. It will also be
of value to systems development managers, senior
systems staff, and managers of user departments
which are closely involved with systems develop-
ment and maintenance.
Our approach to the research
The research contained three main elements:

—Interviews with suppliers, progressive user
organisations and industry experts.

—Working group meetings with Dutch Foundation
members.

—A study oftheliterature on cost-effective systems
development and maintenance.

Purpose of the report
We approached the research with three main
objectives:
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—To identify the key factors that influence cost-
effectiveness.

—To evaluate the success of organisations in ex-
ploiting these factors.

—Togive guidance to Foundation members on how
to improve the cost-effectiveness of their sys-
tems development and maintenance processes.

Structure of the report
Chapter 1 reviews the broad issuesof cost-effective
development and maintenance and identifies the re-
quirements for improving cost-effectiveness.
Chapter 2 discusses the issues of efficiency and ef-
fectiveness in relation to system processes, and
reviews the factors that affect cost-effectiveness.
Chapter 3 discusses the potential contribution of im-
provements to the organisational environment.
Chapter 4 evaluates alternative approaches to
systems development and maintenance and iden-
tities criteria that can be used in the evaluation.
Chapter 5 evaluates alternative methods which can
be used to support the different approaches, and
discusses the use of enhanced computer access
and software tools.
Chapter 6 identifies potential future developments
and indicates the main conclusions drawn from our
research.

iii



A recurring theme of the Foundation’s work has been
systems development productivity. Foundation Report
No. 11 — Improving Systems Productivity —
examined the overall issues of productivity in the
system life-cycle. Foundation Report No. 25 —
System Development Methods — reviewed the
methodsthat organisations can use for developing
systems. For many organisations, the question of how
to develop and maintain systemsin the mostefficient
and cost-effective manner remains a crucial issue.
Data processing departments are experiencing grow-
ing pressures from usersto provide flexible systems
quickly. These pressures emerge as users become
aware of new opportunities, often through direct con-
tact with computer suppliers.
Decisions about the method or methodologythatwill
be used to develop a new system, and about the tools
and techniquesthat will be used to aid the develop-
ment process, have far-reaching effects on the
development and subsequent maintenancecosts. Yet
the factors that affect the development process are
not widely understood.

In this chapter, we describe the significant factors
that can contribute to cost-effective systems develop-
ment and maintenance. Webegin by explaining what
we meanbycost- effective systems development and
maintenance,and other relevant terms. We go on to
describe the nature of the problem because,for most
information systems managers, both development
and maintenance present problems.

THE MEANING OF COST-EFFECTIVE SYSTEMS
DEVELOPMENT AND MAINTENANCE
Systems development and maintenance are terms
that meandifferent things to different people. So we
begin with some definitions.

Systems development and maintenance
We define systems development as that part of the
systemlife-cycle which precedes the changeover to
anew system.(The system life-cycle spansall stages
from projectinitiation to system replacement. It en-
compassesboth systems development and systems
maintenance.)

Systems maintenanceis that part of the system life-
cycle which follows changeover and which changes
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CHAPTER 1

INTRODUCTION

the operational system. We define systems mainten-
ance as the processof modifying an existing opera-
tional system while leaving its primary function intact.

Of these two definitions, it is the second — system
maintenance — that is the more controversial. By
way of amplification, the following activities all fall
within the scope of our definition:

—Redesign and redevelopmentof parts of an exist-
ing system.

— Design and developmentof aninterfacing system
which requires some redesign of an existing
system.

—Modification of the systems documentation, file
structure or programming code.

It is useful to categorise systems maintenance, so
that valid comparisons can be made between dif-
ferent kinds of maintenance work. There are two main
categories:
—System enhancements, which change and im-

prove the system functions.
—System repair, which leaves the system functions

unchanged.
System repair canitself be further subdividedinto:

—cCorrective maintenance, resulting from process-
ing, performance or implementation failures.

—Adaptive maintenance, resulting from changesin
configuration, input or data files.

—Perfective enhancements,to improve performance
or maintainability.

Approaches, methods, techniques and
methodologies
Before discussing what we meanbycost-effective
systems development and maintenance, it is useful
to explain somefurther terms: approaches, methods,
techniques and methodologies. Here our definitions
are consistent with those given in Foundation Report
No. 25 — System Development Methods.
System development approaches
An approach provides a general direction for doing
something. In system development, an approachpro-
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vides a general framework within which development
is carried out, and this framework is based on fun-
damentalbeliefs. These beliefs may be axiomatic in
that they do not necessarily have to be proven. A
hierarchy of system development approaches can be
constructed, based ontheorientation of a particular
set of approaches. (For example, all structured
approaches aim to derive the system by examining
its structure. These approaches can be subdivided
according to the criterion used to derive the
structure.)
System development methods
A methodis an orderly arrangementof ideas that aids
a particular activity (such as system design or system
analysis). A method usually contains an inherent
logical assumption, and is based on a theoretical con-
cept. Thus, a system development method is used
to practise a system development approach. (Indeed,
a system development approach cannotbe practised
without a system development method.) Some sys-
tem development methods can be used in several
system development approaches.

System development techniques
A technique provides a predominantly mechanical
way of doing something. System development tech-
niques therefore provide the detailed guidelines for
using a system development method, and such a
technique will often require that a specific tool be
used. For example, documentation methodsthat are
based on the assumption that system design should
be representedin pictorial and diagrammatic format
require that both techniques and tools be used in
order to draw the diagrams.
System development methodologies
A system development methodologyis a collection
of interconnecting methods and techniques, normally
within the framework of an approach. A methodology
represents a packaging of practical ideas and prac-
tices for a given area of activity. As an example,
within the structured approach, programming meth-
odologies and system development methodologies
have been developed.

Defining cost-effective systems development and
maintenance
Effectiveness is a measure of usefulness, or value.
The term cost-effectiveness is a measureof value for
money. When something is cost-effective, it repre-
sents good value for money. Value for money can be
improved either by increasing effectiveness for a
given cost, or by reducing cost for a given level of
effectiveness.
It is important to realise that effectiveness relates to

the systemsprocess, which is the means by which
the system is produced,and not to the productitself,
which is operated to achieve a business objective.
It is also important to note that effectivenessis not
the sameasefficiency. Efficiency measures the con-
sumption of resources during a process. (Improving
staff productivity is a meansof improvingefficiency,
but not necessarily a means of improving effective-
ness.)

Having explained what we mean by systems devel-
opment and maintenance, and by the term cost-
effectiveness, we are nowin position to state the
meaning of cost-effective systems development and
maintenance. Put simply, it means achieving good
value for money during the process of systems
development and systems maintenance undertaken
throughout the system life-cycle, from inception to
replacement.

Cost-effectiveness can be improvedeither by increas-
ing the development cost — if this results, say, in
greater reliability of the operational system — or by
decreasing the developmentcost, if what the user
really needs is a simple system that satisfies only
(say) 80 per centof his requirements.It follows from
this view that the biggest contribution to systems
cost-effectiveness comesfrom the correct decision
on which system to build. This issuefalls outside the
scopeofthis report. In this report we identify the most
appropriate development approachesto adopt on the
assumption that the choice of system has already
been made.
Finally, it is worth noting that the early stages in a
project are the most critical because:

—Mostof the problems that arise in the system
maintenance stage can be traced backto earlier
stages, especially to requirements definition.

—The costof correcting errors is much higher dur-
ing the later stages of a project (see Figure 1).

SYMPTOMS OF THE PROBLEM
In this section we consider the pressuresthat are be-
ing exerted on data processing departmentsto pro-
ducecost-effective systems. These pressuresare for-
cing senior managersto lookcritically at the effec-
tiveness and efficiency of their approaches to both
systems development and maintenance.

Systems development
Both the nature and scope of most organisations’
computer applications will expand dramatically over
the next three to five years. Today, computers are
being applied to a variety of management informa-
tion systems. At the same time the widespread use
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of computersin office and production environments
is opening up a whole new range of applications.
Improved user education and awareness, and in-
creased salesactivity by suppliers, is reinforcing this
trend. In many organisations, frustrated users are
making continual demandson overstretched manage-
ment services staff for the development of new
systems. There are three waysto solvethis problem.

One wayis by improving the efficiency (productivity)
of systems development undertaken byprofessional
systems staff. But high levels of productivity are
difficult to achieve on large-scale projects because
of communication and integration problems. Produc-
tivity aids are available, but they are relatively expen-
sive and may not be justifiable on small-scale
projects. In most organisations, systems staff will
continue to play the major part in the development
(and maintenance) process. Often there is a long
elapsed time from user request to successful opera-
tion (many months is typical and several years not
unusual). Elapsed time may be reduced by carrying
out some sub-stages in parallel but this must be
planned and controlled very carefully or inconsisten-
cies and further delays may result.

Asecond wayof solving the problem is by exploiting
re-usable software (standard code or application
packages). Suppliers are offering standard packages
for a growing range ofapplications. The two main ad-
vantages of the package approach are that im-
plementation can be quick, and at a known cost. The
main disadvantage is that the packageis unlikely to
meet precisely the users’ needs. Users must decide
whether the benefits outweigh the shortcomings.

A third way of solving the problem is to encourage

The Butler Cox Foundation
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users to develop some of their own systems. This
solution falls beyond the scopeof this report. (It is
worth noting, however, that suppliers are improving
their products’ ease of use, so that end users can
construct some of their own solutions with the
minimal involvement of system staff.)
Oneof the major factors that inhibits cost-effective
developmentfor users is the poorselection of appli-
cations. Historically, the data processing department
has acted as a reviewing body for computer projects,
although endusers are increasingly developing many
of their own systems. This trend could lead to more
relevant systems being developed. But thereis also
a danger of effort being wasted on ineffective
systems becauseof the inexperience of end users
in selecting projects for computerisation. Figure 2,
overleaf, provides a rough guide to evaluating a
system's effectiveness and its developmentcosts.

The evaluation is based on the return on investment
whichis provided to the user by particular system
functions. For instance, the operating system is an
investment feature: it has to be financed, butit pro-
vides few direct benefits for the user. Application
functions can be regarded as having a high pay-off:
for relatively small incremental investments, they
resultin relatively large returns. The return oninvest-
ment beginsto diminish beyond a certain point, when
the incremental cost of system development exceeds
the incremental value to the user.

Systems maintenance
It is important to distinguish betweenthe cost-effec-
tiveness of systems development, and cost-effective-
ness over the system life-cycle. Reduced develop-
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ment costs do not necessarily lead to improvedlife-
cycle cost-effectiveness. Modern systems develop-
ment practices emphasise a reduction in mainten-
ancecosts through better structured and documen-
ted systems, automated procedures and so forth.
These procedures may actually increase develop-
ment costs. But they could result in lower mainten-
ance costs, and hence improvedlife-cycle cost-effec-
tiveness (particularly for long life-cycle systems).
Foundation Report No. 11 concluded that mainten-
ancetypically is responsible for over 50 per cent of
the cost of a system. Although it maybedifficult to
estimate or predict accurately, systems maintenance
is not a cost that can be ignored. It absorbs an in-
creasing proportion of scarce systemsstaff. This is
unacceptable in today’s environmentwith, typically,
a growing backlog of potential applications.

Distribution of maintenance effort and cost
Estimates of the magnitude of systems maintenance
costs vary considerably from system to system and
from installation to installation. A recent surveyin the
USA(reference 1) indicates that, for data process-
ing installations in business, the average ratio of
development to maintenancecosts is 47:53.
Figure 3 showsthat, within system repair, corrective
maintenance (emergency program fixes and routine
debugging) accounts for about 20 per cent of the
maintenanceeffort; adaptive maintenance accounts
for about 25 per cent of the effort and perfective
enhancement accounts for about 10 per cent. About
45 per cent of the maintenanceeffort is devoted to
software updates (enhancements for users).
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The conclusion to be drawn from these percentages
is that achieving error-free system development does
not eliminate a significant requirement for system
maintenance. Corrective maintenance consumes a
relatively small proportion of the overall system main-
tenanceeffort. Almost half the system maintenance
effort is devoted to enhancements for users which
result in changesto the specifications. It is this fac-
tor which dictates that maintenance levels remain
constant overtime — as user demandsincrease and
change.
It is possible to consider system maintenance in
terms of relative cost-benefits for the tasks under-
taken.In figure 4, the investment segment consists
of those maintenanceactivities which must be per-
formedif the system is not to deteriorate in value.
The activities include emergency program correc-
tions, hardware changes, operating system and data
changes and mandatory enhancements asa result
of legislation. The high pay-off segmentof the curve
consists of high-priority enhancements for users.
Theseinclude improvementsinefficiency, reliability
and documentation together with a set of secondary
improvements whichprovide a lowerbutstill positive
ratio of benefits to costs. The diminishing-returns seg-
mentof the curve consists of a backlog of ‘desirable’
features such as limited-demand reports, and
rewriting poorly structured, but stable, code.
The decision on how mucheffort to put into main-
taining particular systems rests with each organisa-
tion. Our researchindicates that once an organisation
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© Reproduction by any method is strictly prohibited



has determined an appropriate level of maintenance
this will remain constant over time. As corrective
maintenance is reduced by use of, say, modern
development methods and tools, the demand for
system enhancements which require changes to the
 

Figure 4 Returns on investmentfor software
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specification increases. It is clear that flexible data
structures and report generation capabilities can
facilitate system enhancements, thereby improving
the effectiveness and efficiency of systems
maintenance.

EVOLUTION OF THE PROBLEM
The data processing function, and the roles of the
systemsstaff employed within it, have both evolved
over time, andthis evolutionary processhasdirectly
affected systems development and maintenance.
Projecting how the processwill continuein the future
helps to throw light on the changing nature of systems
development and maintenance.
The major environmental changes in the period
1950-1985 are summarisedin figure 5, and the more
important trends are describedin the text thatfollows.

1950-1960
The first commercial computer applications were
typically accounting and payroll. They werejustified
onthe basis of a reductionin repetitive clerical work.
The systems were implemented by analyst/program-
mers,with part-time user participation. The analyst/
programmers were concerned largely with the
technical aspects of computing, oftenfailing fully to
understand the users’ information processing needs.

 

Figure 5 The changing data processing environment

 

 

 

 

      
 

Technology/control Functions of Functions of
Ba factors user departments DP departments

1950-60 1. Computers are newtools 1. Limited participation on design 1. Select and maintain hardware
2. Lack of understanding of of DP systems 2. Control the design effort

computers 2. Maintain data base 3. Full-time participation on project
teams

4, Employ programmer/analysts

1960-70 1. Proliferation of technology 1. Increased participation on 1. Select and maintain hardware
2. Project teams emerge project teams 2. Control the design effort

3. Full-time participation on projectteams
4. Employ analysts
5. Employ programmers
6. Maintain data base

1970-75 4. MIS. 4. Joint control of project team 1. Select and maintain hardware
2. Teleprocessing 2. Continued participation on 2. Full-time participation on project
3. Better understanding of project teams teams

computer usage 3. Employ analysts
4. Employ programmers
5. Maintain data base

1975-85 1. Distributed processing 1. Joint control of project team 4. Select and maintain hardware
2. Corporate data base 2. Full-time participation on project

|

2. Full-time and part-time
3. High-level languages teams participation on design

3. Own analysis 3. Employ analysts — more
4. Limited programming emphasis on user to undertake

ownanalysis
4. Employ programmers

[st 5. Maintain data base
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CHAPTER 1 INTRODUCTION

The data processing department selected and main-
tained the computer hardware.
1960-1970
In this era, the concept emerged of project teams
dedicated to the design of data processing systems.
The project managerwaspart of the data process-
ing organisation. User personnel were assigned to the
project on a part-time orfulltime basis.
With the proliferation of new software (operating
systems, languages, utilities) and hardware (storage
devices suchas discs and tapes, input devices such
as key-to-disk systems, and output forms such as
microfilm), merely keeping up-to-date with the tech-
nology becamea full-time job. At the sametime,it
became clear that a greater understanding of
business functions was needed in order to design
effective systems. A separation of functions offered
a solution to the problem, and programmer/analysts
werelargely replaced by specialist programmers and
specialist analysts.

1970-1975
During the early 1970s most organisations imple-
mented some form of management information
system (MIS).

In some advancedorganisations, project teams dev-
eloping MISs changedsignificantly during this period.
Some users becameactively involved in the manage-
ment of systems projects. This happened for three
reasons. First, user acceptance of designs for com-
puter systems wasoften a problem, and this problem
wasreducedif the user-manager wasinvolvedin the
design. Second, for users, the mystery of what com-
puters could do gradually disappeared. Andthird, user
managers wanted to control systemsthat affected
their jobs.

Technical advances in this area revolved around
teleprocessing. Systems were designed to provide
online retrieval, validation and updatingof datafiles.

In leading organisations, users themselves gained
direct access to data forthe first time.
1975-1985
The current period hasitself brought somesignificant
changes. Many users now have experiencein speci-
fying and approving major computer systems. In
some cases, users have participated in designing
data processing systems.In a few organisations, the
business analyst (the former systems analyst) now
reports to a user manager.

The popular concepts of the period are corporate
databasesanddistributed processing. (Atfirst sight,
the existence of the corporate database seems to
contradict the trend towards user departments defin-
ing their own data processing systems. This apparent
contradiction can be resolved by the user department
business analyst taking responsibility for defining the
logical relationships of data, while the data process-
ing department maintains the corresponding data-
base software.)
During this period, some individuals from user depart-
ments are writing some of their own programs. Basic
retrieval (extract, sort, and list) with a high-level
language, either online or by batch processing, is one
of the main purposes of these programs. The need
for such a retrieval tool varies from application to
application. Usersfind retrieval an excellent tool for
solving both unique and repetitive problems. Some
enthusiastic users also appreciate the convenience
of the process, because they no longer have to
endurelong delays while the data processing depart-
ment processestheir requests. Increasingly, some
users are writing non-critical and relatively simple
applications themselves.

In short, during this period some advanced users
have experiencedfor the first time the advantages
of developing their own systems and programs. The
expectations of users resulting from this evolution are
providing a major impetus to the development and
maintenanceof cost-effective systems.

(he butler LoxFOundator
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CHAPTER 2

UNDERSTANDING AND MEASURING THE COST-EFFECTIVENESS OFSYSTEMS DEVELOPMENT AND MAINTENANCE

The effectiveness of a system is measured in terms
of the benefits that it provides to the user.It follows
that the biggest contribution to systemseffectiveness
stems from the choice of which system to build in
the first place. This topic was considered in Founda-
tion Report No. 34 — Strategic Systems Planning —
and falls beyond our present scope.In this report we
concentrate on the cost-effectiveness of systems
development and maintenance processes once the
decision on which system to build has been taken.
A related but distinct issue is that of efficiency. Effi-
ciency measures how well the organisation utilises
the resources assigned to systems development and
maintenance.
The relationship betweeneffectiveness and efficiency
is represented diagrammatically in figure 6. In this
chapterwe discuss the different measures of effec-
tiveness and efficiency. We also identify the meas-
urements that are appropriate in a formal perfor-
mance measurement programme.
 

Figure 6 The measurementof effectiveness and
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ASSESSING EFFECTIVENESS AND EFFICIENCY

In this section we discuss the factors whichaffect
the measurementof effectiveness andefficiency. We
also discussthe difficulties of performance measure-
ment.
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Factors in assessing effectiveness
Systems effectiveness can be assessed in terms of
three factors: timeliness, quality and quantity.

Timeliness
Timeliness reflects the extent to which the objective
can be accomplishedin timeto beeffective. Typical
measures of timeliness include:
—Responsiveness to users. This measure can be

applied to activities during systems development
and maintenance.

—Schedule compliance. This measures the progress
of a project. Poor schedule compliance often re-
sults in a loss of user confidence in the data
processing department, from which it may bediffi-
cult to recover. Experience indicates that adding
additional staff to projects is not an effective way
to solve this problem. (Brook’s Lawstates that add-
ing additionalstaff to a late project duringits final
stages in an attempt to makeup time almost cer-
tainly makes the project later still.)

Quality
Quality reflects the extent to whichthe objectives of
a system are achieved. Typical measuresof quality
include:
—Acceptability. Each system must contain a mini-
mum set of essential featuresif it is to be effec-
tive. Measurements of user acceptance are gener-
ally subjective, butit is possible to establish a con-
sistent procedure for evaluating acceptability.

—Process complaints. Following the completion of
a phase, the numberand nature of complaints can
be used to measure processeffectiveness and to
highlight problems such as poorevaluation of user
requirements and inadequate documentation.

Quantity
Systemseffectiveness can also be measured quanti-
tatively. Typical quantitative measures include:

—System throughput. This is measured by the
number and size of systems developed over a
specific period of time.

—Extent of backlog. This is measured by the number
and size of outstanding systems applications.
(Many potential users may not request systems
because of the backlog.)
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Factors in assessing efficiency
Efficiency can be assessedin termsof four factors:
staff, equipment, methods and costs.

Staff
It is not easy to measure quantitatively the perfor-
mance of individual programmers and analysts.
Nonetheless, where it can be done the results may
be revealing. The point is well illustrated by a study
(reference 2) conducted in 1966 which analysed the
performance of 12 experienced programmers. The
performance variations ranged widely betweenindi-
viduals asisillustrated by the following ratios between
the worst and best person:

debug computer coding code running
time time time size time
26:1 4131 25a 5A 1331

Despite the fact that such variations are probably not
so extreme among today’s programmers(as a result
of the widespreaduseof high-level languages and the
observance ofstricter standards) they dostill exist.
Measuring quantitatively the performance of systems
analysts is by no meanseasy(individuals are usually
assessed subjectively by experienced project mana-
gers). Were it to be done, there would probably be
a similar variation betweenindividuals as in the case
of programmers — a variation of, perhaps, 4:1.

This difference in productivity between individuals
does offer a major opportunity for improving effi-
ciency by replacing those individuals who are not
really suited to the systems environment. Our re-
search indicates that most organisations are not
taking advantage of this opportunity.
Equipment
Throughput and staff performance can be
measured in situations where different levels of
equipment are used. The level of equipment can be
measured in terms of capacity, facilities and ar-
rangement. Our research indicates that equipment
enhancements can improve the productivity of
systems development and maintenance.
Methods
Throughput and staff performance can also be
measuredin situations where different methods are
being used. These measures can help to identify
appropriate methods of systems development for
different types of system. Ideally, any method
should include:

—A framework for evaluation.
—Auniform presentation of results.
—Consistent terminology through eachstageof the

project.

—Clear objectives.
—The achievementof objectives through systema-

tic application of the method.
—Suitability to the development environments.
—Appropriate skills and expertise.
Costs
Individual systems and thetotal application portfolio
can be monitored on a cost basis. Equipment and
staff resources can be directly translatedinto finan-
cial terms. Comparative costs of different methods
are more difficult to define and monitor but, as we
indicated in Foundation Report No. 25, separate
evaluation programmescanbeset up and costs can
be monitored over time.
Performance measurement
Effectiveness and efficiency measures form a
useful structure for managing performance.
Measuring performanceis fundamental to manage-
ment control in any organisation. Yet most organ-
isations lack a formal programme for performance
measurement, so systems management remains an
intuitive process. To correct this situation, mana-
gers should establish a formal programme for
indentifying and collecting the appropriate perfor-
mancedata.
Difficulties of performance measurement
There are four main difficulties of performance
measurement: measuring an intangible product,
phase interdependencies, measuring the creative
process and comparing dissimilar products.
Measuring an intangible product
The perceived effectiveness of a system depends
largely on users’ expectations. When expectations
are well-defined in quantitative terms, they can be
compared with actual systems performance. But
users rarely identify quantifiable requirements.

The process of developing systemsisinitself difficult
to measure. Each phase can be documented, thus
apparently measuring progress. However,if the pro-
duct does not work whenit is finally tested, the
documented ‘progress’ may be meaningless.
Phase interdependencies
Each phasein the systems developmentprocessis
based on preceding phases. The process is also
dependenton the specific requirementsof individual
systems. The necessary flexibility in the process
makes only the most general measure of effec-
tiveness worthwhile.
Measuring the creative process
The creative aspect of system design is undefined
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and discontinuous and does not lend itself to
measurement. Since all phases of a project contain
tasks requiring creative effort, performance measure-
ment must be viewed at best as a step function (with
results becoming measurable at certain stages of the
project). In contrast, the input of resources is con-
tinuous.
Comparing dissimilar products
Three characteristics of an application system make
it unique to a particular organisation: technology,
structure and size. Comparing the design effort
required by a small, highly structured, low-technology
project with that required by a large, unstructured,
high-technology one is unwise.

The need for practical metrics
The problems raised in the previous section can be
overcomeif well-defined measures or metrics are
established. These measures require conscious
evaluation to provide a basis for comparison and
should incorporate inspections, audits, and con-
tinuous record keeping.
Muchof the discussionin this report is concerned
with improving the productivity of systems develop-
ment and maintenance. Some people argue that im-
proving productivity leads inevitably to an improve-
mentin cost-effectiveness. Our view is that produc-
tivity can lead to gains in cost-effectiveness — but
this is not inevitable.

Productivity metrics — such ascostperinstruction
— are extremely sensitive to variations in project
timescale, system size and the developmentenviron-
ment. Becauseofthis sensitivity,it is misleading and
dangerous to use these measuresas the sole basis
of assessing progress.

Compressing the timescale of a project in an attempt
to force up productivity is often counter-productive.
That is the case when additional manpowerresources
are allocated in an attempt to meetthe deadline, with
the frequentresult (a reflection of Brook's Law)that
productivity actually goes down. The assumption that
manpowerand time are interchangeableis not valid.

Cost per instruction is not constant either. Lines of
code may be used as a measure of work done,pro-
vided a single language is used in a consistent way
in a consistent software environment.In the great
majority of cases, though, where changes are con-
templated, a better system metric must be found.

Factors for improving productivity
Anoverall view of the factors contributing to software
productivity is given in figure 7 (based on work car-
ried out at TRW Systemsin the USA). It shows the
ratio of the least to the mostproductive rating. The
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productivity ranges provide a means ofidentifying the
high pay-off areas that should be emphasisedin a pro-
ductivity improvement programme.

From these ratios we concludethat an effective pro-
ductivity improvement programmeinvolves more than
just introducing improved techniques for systems
development. The highest ratio in figure 7 is for
projectstaff. Thus cost-effectiveness must be con-
cerned primarily with maximising the contribution of
 

Figure 7 Software productivity ranges
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systems analysts and programmers. Appropriate
measures must not just increase productivity in the
short term (for instance, through increased controls)
but must have a longer-term effect as well (for in-
stance, through engaging higher-quality staff).

Each of the factors given in figure 7 can be meas-
ured and weighted in accordancewith its effect on
system development and maintenance effort. But do-
ing this in a practical and effective way is not always
easy.

45
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INSTALLING AND USING METRICS
Many organisations have difficulties in establishing
programmesfor systems measurement.In this sec-
tion we describe three different approachesto sys-
tems measurementand offer some practical guide-
lines for installing and using system metrics.
The use of successful metrics provides two primary
advantagesfor systems management. One is a sound
start-point for managementplanning and project con-
trol. The otheris that many of the system cost para-
meters are project related, so that by concentrating
on the most appropriate parameters the cost-effect-
iveness of a system can be improved. For example,
the amountof software to be developed can be con-
trolled or reduced by choosing alternative develop-
ment options. It may be possible to purchase a pack-
age or to adapt a numberof existing program routines
to fit the system requirements.

Using metrics in combination should provide on the
one hand a measure of the successful systems pro-
duct(in terms of such factors as people, resources,
structure) and on the other hand a measureof the
successful development process(in terms of such
factors as people, resources and scheduling).

Achieving non-quantifiable goals
Figure 8 illustrates an approach (derived from the
concepts of management by objectives) which aims
to ensure that non-quantifiable goals are achieved
through analysis of objectives.

The first step is to define the overall objectives of the
function or the system. The next step is to refine the
objectives at lower levels, and then to determine the
meansof achieving them. This involves defining a
plan to assign responsibilities, identify actions,
recognise assumptions, and soforth. The final step
is to monitor the developmentprocessrelative to the
Objectives. The main benefits are:

— Explicit personal commitments to product and pro-
cess objectives.

—Awell-defined sequenceof progress.
—A framework for checking achievement.
—Checkpoints for reconciling qualitative measures

with quantitative measures.
A design-by-objectives methodology which translates
high-level business objectives into low-level technical
objectives has been developedby Gilb (see reference
5). The purpose of the methodology is to structure
the objectives of a system and then to decompose
them into a network of lower-level objectives that can
be expressed in terms of system attributes, functions
and performance.

10

 

Figure 8 Examples of functional objectives
Data processing ——— Objectives
department @ To operate existing systems in a

reliable and consistent manner.
@ To ensure that hardware and

software is operated in the most
efficient manner, consistent with
organisational objectives.

—— ———-—--— @ To develop and maintain data| Define processing systemsthatwill
| lowerlevel enhancethe organisation's| objectives ability to meetits objectives.

System
development ————— Objectives

@ To assist users in the design of
application systems.

@ To produce application software
to support business functions.

i ooee, @ To produce and maintain
| Define records of data processing| lowerlevel systems.

objectives
Documentation ———-» Objectives

@ To establish and maintain the
applications programmelibrary.

@ To establish and maintain the
systems software library.

@ To establish and maintain
operating procedures.

@ To distribute and maintain all
user documentation.

 

The methodology is associated with an evolutionary
approach to design, planning and implementation. It
is based on the early delivery of high priority sub-
systems or improved attributes. (The approach is
distinct from that of prototyping as each delivery is
concernedwith a well-defined controllable part of the
final system.)
A system is progressively defined in termsofits func-
tional and attribute requirements. The functional re-
quirement is basic to the system solution. The at-
tribute requirement indicates the important
characteristics or qualities of the function.Attributes
can be defined in terms of resources suchastime,
money, manpower, system capacity, and qualities
such asreliability, ease of use and timeliness.
Gilb stresses the needto identify the critical attributes
— those which if not properly controlled would
threaten the viability of the project or final system.
He also emphasises the need to quantify the objec-
tives in a way that is easy to understand.
The fundamental element of the methodologyis the
‘attribute specification’. All the tools recommended
by Gilb are based onthis. The general principles of
attribute specification are that:
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—All critical attributes must be identified and con-
trolled throughout the project.

—All attributes must be measurable.
—Attribute specifications must be clear and

unambiguous.
—Theattributes must be specified early in the pro-

ject plan.
—The requirements of any one attribute must be

evaluated against the others (because the planned
levels of all attributes are interdependent).

—Priorities must be established to resolve conflicts
between attribute objectives.

Theattribute specification can then be used to pro-
vide tools for analysis and design. The three major
tools are:

—Function/attribute/techniques analysis: this maps
the relation between system goals (function and
attributes) and the means suggested for meeting
these goals (the techniques).

—Quota Control Analysis: this provides a roughesti-
mate of progress towards achieving attribute
goals. It is a highly generalised cost-estimating
technique which can be used at any point in the
development process.

—Multi-element component comparison and analysis
(MECCA), which allows comparisons to be made
between alternative systems. A weighted score is
derived for each alternative system, and the best
alternative is the system with the highest score.

Each defined attribute has to be measured in some
way. Concepts which cannot be immediately quanti-
fied must be partitioned into sub-concepts until it
becomes obvious how to measure them. Unless
otherwise specified the measure should be something
that can be carried out in acceptancetests,or at the
point where the changesstart to have an impact on
the end user.

The aim of the methodology is to provide managers
with a decision accounting methodin areas of evalua-
tion which are usually treated in a less formal manner.

Case studies of performance evaluation
The efforts of two large organisations to implement
formal measurement programmesillustrate how suc-
cess can be achieved.

TRW Systems’ programmefor productivity
improvement
TRW Systems’ programmefor productivity improve-
ment has been described by Stuckle (reference 6).
The programmewasimplementedafter TRW hadper-
formed a detailed analysis of 63 large software pro-
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jects. A cost estimation programme has been
developed to help identify the major cost-sensitive
parameters(see figure 7 on page 9) andto evaluate
which of these parameters can be influenced by a
productivity improvement programme.
TRW undertook a ‘productivity audit’ of its projects
to determine the weighted averages of parameters
characteristic of systems under development and
maintenance. The audit measured not only the pre-
sent situation, but also several future alternative
scenarios at different levels of investment for produc-
tivity improvement. The resultant analysis indicated
that a co-ordinated programme concentrating onjust
a few key parameters would improve productivity by
a factor of 3.4 by 1985, and a factor of 7.8 by 1990.
The analysis also provided guidelines for determin-
ing which parameters to emphasise as part of the pro-
ductivity improvement strategy.

At the sametime, TRW undertookan activity analysis
aimed at assessing thelikely reductionsin project ef-
fort at each development phase as a result of the
improvement programme. The results pointed to
development savings of 39 per cent and maintenance
savings of 46 per cent (excluding any savings due to
software re-use).

As a result of these analyses, TRW’s management
has decided to implement an improvement pro-
gramme.The goals are to improve productivity by a
factor of 2 by 1985, and a factor of 4 by 1990.

IBM’s Function Point Analysis
IBM’s use of Function Point Analysis was reported
to the Share/Guide Conference in October 1979.In
order to measure productivity, IBM defined and
measured systems andcosts. For each system,the
numberof inputs, enquiries, outputs and masterfiles
delivered was counted, weighted, summed and ad-
justed for complexity. The objective was to develop
a relative measureof the function value (to the user)
whichis independentof the particular technologyor
approach used.
As part of the estimating process, a series of
weighted questions were developed covering the ap-
plication function and the development environment.
Figure 9, overleaf, illustrates the Function Value
Worksheet, which enables a relative measure of
‘function value’ to be derived for each system.
Function points are caiculated from the systems
specification as follows (an adjustment of up to 25
per cent may be madein special cases):

Points For each:
4 Input data type.
5 Output data type.
4 Enquiry type.

10 Master file.

11
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This approachdefines a ‘function’ which is based on
external system attributes. It has been used to deter-

mine the relative productivity of different languages
and technologies for projects of different sizes.

 

Figure 9 IBM’s function value worksheet
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FACTORS THAT INFLUENCE
COST-EFFECTIVENESS
Our research strongly suggests that improvements
in cost-effectiveness can best be achieved by a
broadly based improvement programme. Many fac-
tors need to be evaluated and key factorsidentified
before an effective programmefor improvement can
be implemented and sustained. We now describe
each of the factors to be considered.

Project management
in Foundation Report No. 8 — Project Management
—we argued that system developmentis best con-
ducted in an organised and stable environment where
the ground rules are established clearly in advance,
and then maintained. We emphasisedthatif a high-
quality productis to be delivered on time andwithin
budget, there are not many ways of doingit right.

Good project managementwill not directly improve
the quality of a system,butit will reduce the risks
of time and cost overruns. Poor management canin-
crease system costs more than any other factor.

Environmental factors
Environmental factors are concerned not with
systems workitself but with the analysts’ and pro-
grammers’ perceptionofit. In order to improve pro-
ductivity, a positive attitude must be promoted
amongstthe staff.

Increased control, fragmentation and deskilling of
system development can demotivate staff. Such
methods often increase productivity in the short term,
but have a larger negative impact in the long term
because they produce staff who are interested in
neither professional growth norin the organisation's
objectives.

Work conditions can be improved bythe use of such
facilities as software tools. The use of these tools
does improvestaff morale, as they remove some of
the tedious tasks and increase the analyst’s or pro-
grammer’s control over their own output.

Working conditions can have a negative impact —
if conditions becometoo bad, people will leave. This,
in turn, can reduce productivity because a high pro-
portion of staff may be unfamiliar with the organisa-
tion and its objectives.

The mostsignificant environmental factor in terms
of productivity is the analysts’ or programmers’ per-
ception of the work objective. As far as possible,
systemsstaff must be encouraged to recognise that
their ultimate objective is to assist users to manage
their activities effectively. The use of modern methods
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and facilities which we discuss in chapter 5 can en-
couragethis attitude.

Data management
In Foundation Report No. 32 — Data Management
— we examined the topic of data as a company
resource, and identified several benefits that arise
from that concept. They included:
—Reduced time needed for applications

development.
—Involvement of users in data analysis (enabling

them to contribute to data model design and
application development).

—Greater flexibility in database design.

Additional resources are needed at the outset, to
carry out data analysis and database administration
while existing staff are being trained in the new
methods. Additional software tools, such as a data
dictionary, a database management system and data
design aids may also be required. In theory, the
numberof systems development and maintenance
staff should eventually be reduced as productivity
rises, development becomesquicker andeasier,the
maintenance load reduces and end users satisfy
many of their own requirements. Whether this hap-
pensin practice remains opento question. The ability
to satisfy user demands more easily has the effect
of generating further demands from users.

Foundation Report No. 12 — Trends in Database
Management Systems — confirmed that a database
approach can improve productivity by reducing the
cost and effort of development and maintenance and
by allowing a faster response to user requirements.
To achieve the full benefits of data management,
however, an organisation needs to invest heavily in
manpower, training, tools and techniques.

Methods andtools
Too often the whole topic of systems productivity is
associated with the implementation of new methods.
Modern systems development methods can improve
systemsproductivity, but they should be regarded as
only one element in a complete programme.

Most modern development methodshelp to improve
productivity in parts of the developmentprocess,but
notall of them improve overalllife-cycle productivity.
Because of this, methods based onthe traditional
staged approach to systems development have
limited application.

Figures 10 and 11, overleaf, illustrate the results of
a 1979 Guide (IBM user group) survey of the use and
evaluation of improved practices in about 800 installa-
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tions. Figure 10 illustrates the effects of new methods
on various system andlife-cycle characteristics.It in-
dicates that the greatest improvement has been in
the quality of code, andin early error detection. The
effects on programmer productivity and maintenance
costs are strongly positive. About 50 per centof in-
stallations reported ‘some’ improvement and about
30 per cent reported ‘great’ improvement.

Figure 11 gives estimates of further improvements
which might be achievedif the methods are intro-
duced extensively. About 40 per cent of the 800 in-
stallations could achieve an additional 10-25 per cent
productivity gain; about 12 per cent could achieve an
additional 25-50 per cent.

Note that the effect on staff morale indicated in
Figure 10 is overwhelmingly positive. Nineteen per
cent improved greatly, 50 per cent improved some-
what, 28 per cent showed no effect and three per

 

Figure 10 Use of modern methods:effects on system and
life-cycle
 

Numberof organisations
 

Factor considered Improved|Improved| No
greatly some effect

Negative Total res-
impact pondents|
 

       
Projectestimating and control 63 294 206 8 571
User communication 89 227 252 3 571
Organisationalstability 47 193 303 10 553
Accuracy of design 166 297 107 573
Quality of code 206 287 94 2 589
Early error detection 213 276 87 4 580
Programmer productivity 165 350 80. 6 601
Maintenancetimeor cost 178 272 108 11 569
Programmer or analyst morale| 108 292 160 20 580
 

(Source: Guide survey)

 

 

Figure 11 Use of modern methods:potential for further
productivity improvement
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cent experienced a negative impact. We conclude
that measurable positive results can be achievedif
new development methodsare introduced carefully.
Closely associated with, but separate from, the use
of new methodsis the use of software tools. Using
software tools on their own can help to improve pro-
ductivity. Using them in combination with other
techniques can be even more worthwhile.

Application packages
In Foundation Report No. 22 — Applications
Packages — we concluded that muchofthe increas-
ing demandfor application systems canbesatisfied
by the use of packages. There are six powerful
reasons why an organisation should make greater use
of application packages:
—Theyrelease scarce professional staff to work on

unique or special applications.
—They enable the maintenanceactivity to be sub-

contracted to the package supplier.
—Theyenable more systemsstaff to work onpriority

systems.
—They are usually well supported and well main-

tained (the best packages have a large user
population).

—They are available more quickly then bespoke
systems.

—Theyareinitially more reliable and cheaper than
bespoke systems.

But there are four main disadvantagesto the use of
packages:
—Problemsof matching the package to user needs.
—Problemsof integrating packages with otherappli-

cation systems. (These problems may include
difficulties in establishing a data management
policy.)

—Conflict with other elements of an organisation’s
systems strategy, such as hardware and systems
software.

—Problems of maintenance with some suppliers.
Webelieve that the advantages often outweigh the
disadvantages, and that applications packages,or in-
deed any re-usable code, will continue to be an
important method of improving productivity for the
foreseeable future.

The development approach
The advent of database management systems,
application generators and report generators has led
to new approachesto system developmentthat dif-
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fer from the traditional staged approach. (We des-
cribe these alternative approaches in chapter 4.)
The new approaches require greater commitment
and involvement from the user in the development
process.A greatdeal of effort and technical skill may
be required to create the database or the com-
munications network, but the provision of application
programs can be so easy and cheap that no main-
tenance will be undertaken. It may be simpler to
discard the inadequate programs and develop new
ones.
The new approachesrequire a different contribution
from the systemsanalyst. In many casesthe analyst
will act as technical adviser to the users. For
instance, the users may be responsible for the identi-
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fication of data elements,with the analyst responsible
for setting up and loading information into thefiles.
The role of systemsstaff is to bridge the gap between
the user and the machine. As the machinefacilities
expand,the job of ‘bridging the gap’ becomestech-
nically less demanding. Sometimes the gap can be
closed by providing users with appropriate computer-
based tools. At that point the relationship between
the user and systemsstaff is changed:the role of the
systemsstaff is to identify how the machinefacilities
can best be exploited by the users.
There has been considerable debate on how to in-
volve users in systems development. Nevertheless,
user involvement certainly promotes system accep-
tability and thereby effectiveness.
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IMPROVING ORGANISATIONAL FACTORS

In Foundation Report No. 11 we noted that the work
attitudes of system developmentstaff are significant
determinants of productivity. Organisational factors
have a stronginfluence on workattitudes.
In this chapter we discussthe organisational factors
that influence work attitudes and summarise the
lessons learnt from our research.

MANAGEMENTATTITUDES
Many of the factors that should be considered by
management in promoting a positive systems environ-
ment were discussed in Foundation Report No. 31 —
A Director’s Guide to Information Technology. The
following is a summary of the more pertinent factors.
Ensure commitmentto the information systems
functionatall levels
Senior managers should expect and demand ap-
propriate actions from line managers and systemsstaff
to realise profitable use of information technology.
Senior managers mustset the stage, in an organisa-
tional sense, for information technology to prosper.
Develop on the basis of systems plans
In most organisations data processing and other
systemstrail behind the business decisions that they
have to implement. Though primacy must be given to
business requirements, support systems must be con-
sidered at an early stage.
Plan strategically
This theme has recently been examined in detail in
Foundation Report No. 34 — Strategic SystemsPlan-
ning. The report notes that many organisations fail to
understandthe natureof strategic planning. Managers
often think thatit is about future decisions but the focus
should be, in Drucker’s terms, on making ‘current deci-
sionsin the light of future needs’.
Recognise the needfor infrastructure
Senior managers mustdifferentiate betweenindividual
projects or uses of information technology and the
infrastructure required to make them work. Both are
important.
Managetechnical staff as a company resource
Technicalstaff must be treated first and foremost as
company employees and resources — otherwise they
tend to burrowinto the technology.All technicalstaff

16

need businesstraining and some need career develop-
mentoutside the systemsarea.
Emphasisethe link between systems and
business goals
Systemsplans mustbe integrated with business plans.
The proposed changes engendered by new systems
must have the necessary management commitmentto
ensuretheir implementation.
Create and sustain objectivity
Managers must ensure that timescales and cost
estimates are not falsely optimistic. Productivity can
be seriously degraded by unrealistic scheduling or un-
necessary slippage.
Clarify the role of central expertise
In large organisations, the role of central expertise
in relation to local operating divisions must be
clarified. This factor is central to the issue of develop-
ment approaches addressed in chapter4.
Concentrate on the key issues
Key issues in 1983 are not concerned with hardware
policy. Rather they are concerned with aligning in-
formation technology with business aims,the delivery
of working systems and the problem of technology
absorption.

Be positive
Senior managers must adopt a positive attitude
towards information technology. The real task of
managersis to ’grasp the nettle’ in order to ensure
success.
Identify responsibilities of end-user and
systemsstaff
In large organisations every system must have line
departmental manageras its sponsor. This is par-
ticularly critical where a central unit sponsors a
system for use in a numberof dispersed units such
aslocal offices and depots. In too many such cases
the sponsor acts more as a barrier than a com-
munication channel. The existence of a sponsor
should not prevent systemsstaff from having access
to both end users and their local managers.

MOTIVATION
Mostproductivity studies have found that motivation
is the most important of all influences on producti-
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vity. Given the strength of this assertion we need to
find ways to motivate systemsstaff. But motivation
is a complex issue. There are many theories of
motivation (including Maslow’s hierarchy of needs,
McGregor’s theory X and theory Y, and Herzberg’s
motivation and hygiene theory). The overriding prac-
tical consideration, however, is that the personal
objectives of systems staff must be aligned with
organisational objectives.
Motivating systemsstaff
Studies (references 7 and 8) have shownthat data
processing staff are more highly motivated by
‘growth’ needsthan by social needs. Although Herz-
berg’s distinctions between motivating factors and
hygiene factors generally hold for systemsstaff, there
are also significant differences between systemsstaff
and other office workers. These studiesindicate that
data processing staff are more strongly motivated by
opportunities for technical supervision, by peer rela-
tions and by personallife than by recognition, respon-
sibility, salary and status. The differences are more
pronounced among analyst/programmers than they
are amongproject leaders and managers.The results
indicate that data processing managers should not
expecttheir subordinates to be motivated in the same
way as themselves.

Reconciling individual and organisational
objectives
It follows from the significantly higher levels of pro-
ductivity achieved by highly motivated people that
data processing management must emphasise staff
motivation as oneoftheir highestpriorities. It is the
responsibility of data processing managementto pro-
mote anefficient and co-ordinated developmentpro-
cess so that staff capability, motivation and team
work can be maximised. Such a commitment must
be maintained overa periodof time. Once-off exer-
cises are often counter-productive. Managers must
demonstrate their continued commitment by investing
in better systems tools, recognising and rewarding
good performance and enforcing good practices. The
prime essential of any motivation programme is that
management commitments must be both consistent
and sustained over a long period of time.

Case history — a failure in motivation
This case history concerns a major heavy engineer-
ing companythatis divided into nine divisions, each
with a management board. There are about 500
system developmentstaffin total, about 130 of whom
are located in a strong central systems department.
This departmentis responsible for defining standards,
evaluating tools and techniques and ensuring
adherence to commonpolicies.

As part of a staff improvement programme the com-
pany evaluated and accepted the BIS MODUS
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system. MODUSis a systematic methodology for in-
formation system planning and development which
incorporates procedures, techniques and documen-
tation. A high-level steering committee gave its sup-
port to the choice, and a central techniques group
visited each of the systems departments to run
courses introducing and establishing MODUS.

However, MODUShasnot beenused effectively —
not becauseofits lack of quality as a product — but
because the implementation programmedid not gain
the full acceptance of middle managers and project
managers.
The company is now seriously reconsideringits posi-
tion. The message is clear: without management
commitment, improvements in the systems process
cannot succeed. Managers must be genuinein their
desire to change systems procedures and methods.

PROJECT MANAGEMENT
Good project management cannot directly improve
the quality of a system butit can reducethe probabi-
lity of failure and thelikelihoodof time and cost over-
runs. There is considerable evidence that systems
staff often regard project management methods and
systems development techniques as acting against
their own interests. Foundation Report No. 25 speci-
fically addressed this problem and identified guide-
lines for introducing new development methods.
It is useful to discuss project management under
three headings: management quality, planning the
project and controlling the work.

Managementquality
No study hasyet put forward a convincing definition
of managementquality, nor succeededin establishing
precisely its impact on staff productivity. The
penalties of poor management, however,are clear.
They can lead to a doubling of system development
costs as a result of assigning the wrong people to
jobs, demotivating staff by failing to reward goodper-
formance, allocating staff to projects in advanceof
defining their responsibilities, failing to resolve high-
risk elements in time, and failing to provide adequate
support.
Planning the project
Planning the project entails breakingit into segments,
then estimating the resources needed for each seg-
ment. Several proprietary aids are available to assist
with the task of determining work stages, estimating
and monitoring progress against plan. Two examples
are the Putnam SLIM model and PROMPTII.
The Putnam SLIM model is based on Putnam's
analysis (reference 16) of softwarelife-cycle costs in
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terms of the levels of people assigned to a project
over its duration. Putnam concludesthat for a job of
a given complexity, there is an associated minimum
timescale.
PROMPTII utilises a life-cycle model to determine
work stages and provides, at the end of each stage,
formal reports to management. The stages are pro-
ject initiation, conception (this addresses business
justification and resources needed), functional defini-
tion, project definition (an outline technical design,
identifying the work and resources required), develop-
ment, systems test, user acceptance and main-
tenance.
For PROMPTII to be effective, a plan is required to
addresstraining needs, overheads,suitable pilot pro-
jects, consultancy support and costs. A manager
should also be designated for each project stage.
Controlling the work
Again, several proprietary products are available to
assist the task of controlling the work. BIS’s MODUS,
Arthur Andersen's Method-1 and Philips’ PRO-
DOSTA-R are three examples. All three stress the
need to manage the projects using a steering com-
mittee. The committee controls the budget and
decides whether to continue the project at each
stage. Another characteristic is a strong separation
betweentheinitial stages that are concerned with
functional aspects of the system, and subsequent
stages concerned with technical aspects.
A relatively simple way of controlling work andrais-
ing systems quality is through formalising the pro-
cedures for checking quality and compliance with
standards. This type of approachis referred to as
inspection.
The aim of inspection is to detect errors in system

IMPROVING ORGANISATIONAL FACTORS

components and documents. Several inspections
should be conducted during the systemslife-cycle.
Early stages of the development project as well as
the design and programming stages should bein-
cluded. Inspections are characterised by the use of
checklists and summary reports. An inspection team
typically includes a group leader responsible for pro-
cess planning, moderating, reporting and follow-up
activities. Other members of the team are the per-
son responsible for designing (or implementing) that
part of the system, and the person responsible for
testing the item being inspected.
The five basic steps involved are: planning, prepara-
tion, inspection meeting, rework and follow-up. The
steps do not vary for inspections conducted at
different development stages but the responsibilities
of individuals on the inspection team will change as
the life-cycle progresses.

Our research indicates that inspections are an
effective method of increasing product quality
(reliability, usability and maintainability). Experience
with the technique indicates that it is effective in
projects of all sizes. The best results are achieved
when the inspection leader is experienced in using
the inspection technique.
OneIBM study reported a 23 per cent improvement
in programmer productivity with inspections
compared to walkthroughs. The study also reported
38 per cent fewererrors in the operational software
compared with the use of walkthroughs as a method
of detecting errors.

WORK ORGANISATION
In trying to improve the cost-effectiveness of devel-
opment and maintenance,it is worth considering the
 

Figure 12 Distribution of project effort by activity
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nature of tasks undertaken by systemsstaff. Once
this has been done,the appropriate work environment
can be created.

Figure 12 showsthedistribution of effort by activity
for two small application systems projects. The
analysis indicates that activities such as reading,
reviewing, meetings and enhancing (changing or
adding to) the original specifications consumed
roughly 40 per cent of the developmenteffort for both
projects. These ancillary projectactivities need to be
estimated before development work commences.

Figure 13 showsthe results of a Bell Laboratories
time and motion study for 70 programmers.It indi-
cates that roughly 30 per cent of the programmers’
worktime is devoted to overhead activities such as
training and personal business.
 

Figure 13 Analysis of programmeractivities
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Choosing objectives
Figure 14 illustrates the results of a programming
experimentindicating that programming performance
is highly sensitive to objectives. In this experiment,
five teams were given the same assignmentbut each
team was required to maximise a different objective.
Whenthe programs were completed and evaluated,
the results indicated that each team (with one
exception) charged with responsibility for maximising
an objective, did in fact do betterin that respect than
the other teams. None of the teams, however,
performed consistently well onall of the objectives.

The main conclusions we can draw from this are that:

—Programmers are highly motivated towards
achievement. If achievement is defined in terms
of project objectives, programmers will generally
attempt to achieve those objectives.

—In practice, different objectives conflict with each
other.

The conflict between different objectives must,
therefore, be resolvedif life-cycle planning is to be
successful.

ORGANISING FOR MAINTENANCE
Mostorganisationsstill undertake maintenance within
system developmentgroups. Our research indicates
that, where maintenanceis organised as a separate
function, the result is usually an overall reduction in
the need for resources. In terms of the organisational
environment, the main conclusions from our research
are:
—Maintenance should be organised as a separate

function. The responsibilities of development and
maintenance staff must be clearly defined.

—Co-ordination between development
maintenancestaff is essential.

and

 

Figure 14 Analysis of programmer performance against objectives
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—Requests for system changes must be handled
through formal procedures.

—Staff attitudes to maintenance can be improved (or
made worse) by managementactions.

WORK ENVIRONMENT
Foundation Report No. 20 — TheInterface Between
People and Equipment — discussed aspects of the
work environment that affect people’s attitudes
towardstheir jobs. These environmentalfactors apply
to the performanceof systemsstaff as much as they
do to end users. The physical work environment has
a significant influence on systems productivity. Work
conditions tend to act as ‘a Herzberg hygiene fac-
tor’. Above a certain level they are not a powerful
motivator; but below that level they are a powerful
demotivator.
Perhaps the most ambitious attempt to provide a work
environmentspecially suited to the needs of systems
staff is the architectural design and developmentof
the IBM Santa Teresa Laboratory (reference 9). The
buildings, offices, furnishing, electrical and telephone
connectionsof the Santa Teresa Laboratory wereall
designed to meeta set of requirements derived from
studies of software developmentactivities. These
requirements included:
—Communications (both intra-project communica-

tion such as office proximity and conference
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rooms, and external communications such as
voice and data telecommunications).

—Seclusion (personaloffices with acoustic isolation,
adequate ventilation, windows and individual con-
trol of the environment).

—Furniture (Such as work surfaces which accom-
modate the use of computer listings and interac-
tive terminals).

—Computer connections (terminal connections to
every office and easy access to communication
links and hard-copy devices).

—Security (controlled access to the site, data pro-
cessing facilities and project facilities).

—Technology(flexibility to encompass future hard-
ware and software advances such as powerful per-
sonal workstations).

Several organisations wevisited in our research have
recently established less comprehensive but similar
work environments. The managers weinterviewed
concluded that the new environment provides a
positive influence on productivity, staff attitudes and
personnel retention.

Mostorganisationswill not have a building specifically
designedto satisfy professional systemsstaff needs,
but all organisations can evolve towards a better
systems work environment. The level of concern for
providing such an environment should, at the very
least, match the level of concern for providing a
suitable environment for hardware.
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In this chapter we look at the various ways in which
systems might be developed and maintained. We con-
sider the relevanceof eachalternative and offer guide-
lines for selecting the appropriate approach.

THE PROBLEM OF CHOOSING BETWEEN
ALTERNATIVEAPPROACHES
Each organisation hasits own culture and ethos. Within
an establishedcultural framework some approaches
(and methods)workbetter than others. Forinstance,
members of a Dutch Foundation working party on
systems developmenthavestressed the need to adapt
American methods and practicesto the different cul-
tural environmentof the Netherlands.

Both Foundation Reports No. 24 and No. 34 have
stressed the need for organisations to adopt a
mechanism for identifying systems needs and for
systemsplanning. In mostlarge organisations the iden-
tification of a systemsneedis followed bya fixed pro-
cess in which requirements are determined and the
system built. This can be termed the traditional
development process. Most organisations already
have at least one other meansof acquiring systems,
typically based on personal computing on microcom-
puters. This alternative often is subject to few central
controls, and often is seen as not contributing to the
organisation's portfolio of applications.

The problemsto be resolved
Traditional data processing departments have become
remote from the user community they professto serve.
Twofactorsin particular have inhibited contact bet-
weensystemsstaff and users: over-specialisation and
inadequate specifications.

Over-specialisation and bureaucracy
The complexities of data processing have led both to
specialisation, and a need to combine and integrate the
workof different specialists. The large size of many
system functions has led to detailed controls, pro-
cedures and extensive documentation requirements.
Both complexity and size contribute to bureaucracy,
and with bureaucracy comes reduced responsiveness.
Data processing organisations usually have become
bureaucratic not because of poor management but
becauseof the complexity of hardware, software and
application systems.
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Inadequate specifications
With traditional development methods,the specifica-
tion of business requirementsis a verydifficult task. On
the one handitis difficult for users to define clearly and
precisely what they want. On the other hand, their
requirements tend to change overtime. Onlarge com-
plex projects, communication problems between team
members compoundthedifficulties.

Confusing alternatives
Faced with these problems, users and system
developers are offered many confusing alternatives,
suchas:
—Project managementdisciplines and methods.
—Structured analysis and design methods.
—Structured programming.
—Application generators/higher-level languages.
—Application packages.
— Developmenttoolkits.
—Novel operating systems (such as UNIX and PICK).
—End-user computing.

In practice there are too manyalternatives here for
most organisationsto investigate,let alone install and
use.

Management commitment
In our view mostlarge computer users can benefit from
one or more of these alternatives. But we strongly
caution against the uncritical and comprehensive
adoption of a single solution as a panaceafor develop-
ment and maintenance problems. A good dealof time
is wasted through failure to recognise the scope and
limitations of a proposedtool or method. Nevertheless,
it is vital for systems management to commit them-
selves once they have chosen an approach. This com-
mitment should be expressedin:

—Public endorsementof the approach.
—Support for the new methods that accompany the

approach.
—Clear and reasonable expectations of the benefits

to be achieved.

The remainderof this chapter provides guidelines for
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choosing the right approach. (In the chapter that
follows we give guidelines for choosing the most
suitable methods and automatedtools.)

THEAVAILABLEALTERNATIVES
Several different approaches have beendevisedto try
to ensure the successful development of computer
systems. More recent approacheshave been design-
ed to overcome the shortcomingsin the traditional
staged development approach.
Thetraditional staged approach
The traditional staged development approach is
presented schematicallyin figure 15. In most organisa-
tions this approachis regulated by formal standards,
and is supported by a limited number of automated
tools such as editors, compilers, program libraries, TP
monitors, interactive test aids and report generators.
The processis thoroughbutit is also cumbersome and
slow. Communication problemscan arise between the
user and developmentstaff, as well as within the
development teams themselves.

Collaborative development
In collaborative development, the system require-
ments and design are developed by a team of users
and their representatives, in close association with pro-
fessional systemsstaff. This approach was pioneered
by Land and Mumford. Collaborative developmentis
time-consuming, but it enhances user commitment
and allows user knowledgeto be employeddirectly.
Case history— userinvolvementina collaborative
development
This case history examinesthe experience of a Dutch
group of companies. Each companyin the group has
amedium-term business plan whichprovidesthe basis
for an associated systems development plan. The
implementationof this plan is the responsibility of a
supervisory committee. This committee monitors the
progressof active projects and takes executive deci-
sions about their conduct.
Theinitial stages of a developmentproject are under-
taken by operating companystaff (large systems are
developed for mainframe computers). Each company
hasits own section of business information analysts
who are independent of the central systemsstaff. The
feasibility study is undertakenby a project group con-
sisting of one or two businessinformation analysts and
one or two end users. The next stage, functional
design, is undertaken by an enhancedproject group
whichis responsible for system structure and data
analysis. Working in conjunction with the project group
on a part-time basis is the user group. This groupis
responsible for supplying information to the project
group. They review project work suchasinput/output
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Figure 15 Traditional staged system development
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formats, volumes and algorithmsfor whichthey provi-
dedinformationinthe first place.
Central systems staff becomeinvolved only towards
the end ofthe functional design stageto provide advice
on databasedesign,run-times and othertechnical mat-
ters. Once the functional design is complete, the
systems staff have responsibility for developing the
automated parts of the system. Responsibility for
developing the clerical parts of the system remains
with the project and user groups.
There are now few problemsof user acceptance. The
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users have complete responsibility for functional
design, while central systemsstaff develop the auto-
mated parts of the system in accordancewiththe func-
tional design specification.
Some problems were experienced onlarge projects
where the elapsedtime betweenfunctional design and
implementation was prolonged.In these cases, users
lost interest becauseof the lackof a visible product in
a reasonable timescale. Consequently,all systems are
now partitioned so that acceptancetesting onthe early
sub-systemsbeginsless than nine monthsafter com-
pletion of functional design.
Iterative development
Initerative development,a prototype of the system is
built using advanced tools andis then refined until it
satisfies the user. Figure 16 showstheiterative pro-
cess diagrammatically.

End-user development
This type of development includes a variety of
approaches,all of whichareinitiated by the end user.
It includes users who havea report-writing facility to
define reports for themselves, and users who develop
their own applications using a modelling package such
as FCS-EFS and languages such as APLand Basic.
This type of approach, whichis outside the scopeofthis
report, wasfully reviewed in Foundation Report No.30.

SELECTION OF DEVELOPMENTAPPROACHES
Cost-effectiveness (and productivity) is often inhibited
whenall systems are developedin one standard way.
Since this approachis typically appropriate for the
most sensitive, large and complex systems,it is often
inappropriate for systemsthat are small, local or aimed
at decision-support applications.
Webelieve that organisations should recognise the
four kinds of development process described in the
preceding section:traditional, iterative, collaborative
and end-user. Many organisations already use several
kinds of development approach. Managers and system
developers in these organisations should recognise
that the non-traditional approaches are not somekind
of peripheral anomaly. They are already contributing to
the organisation’s portfolio of systems and will con-
tribute more extensively in future.
Standard procedures should identify the nature of a
new system (or an enhancementrequest) at an early
stage. The request should then be tackled using the
appropriate development approach. The complete
system need not be developed using only one ap-
proach. Oftenit will be sensible to divide a systeminto:
—Operational processing anddatabase maintenance,
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Figure 16 Iterative system development
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which will be developed using the traditional staged
approach.

—Standard management reports, which will be
developediteratively.

—Adhoc reports, which will be specified by line
managers from timeto time using a query language
or some other end-userfacility.

Selection criteria
Wecan identify some generalrules for allocating pro-
jects to different development approaches.Figure 17,
overleaf, summarises how development needs can be
assessed onthe basis of a small numberof key char-
acteristics: commonality of requirements, generality,
impacton the business, complexity of requirements,
performance requirements andclarity of requirements.
Commonality of requirements
Asystem requirement may be commonto a numberof
businesses, orit may be unique. Systemswith unique
requirements usually have to be specifically devel-
oped. Systems with common requirements may be
able to make use of a package shared with other
offices or businesses. An apparently commonplace
requirement may be rendered unique in practice by
features such as a bonus schemein payroll system.
Equally, an apparently unique requirement mayclosely
resemble a need commonly met elsewhere.
In recent years some extremely flexible application
packages have appeared. As noted in chapter 2, the
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Figure 17 Selecting a suitable development approach
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package option is more relevant than ever before.
Generality
Wherethe particular requirements are unique they
may, nevertheless, sometimes be seen as an example
of amore general pattern. Thus manyfinancial models
may be seenin termsof spreadsheets.In these cases,
the need may be metby providing a suitable end-user
facility such as an electronic spreadsheet.
Impact on business
The system may have implications for manyoffices or
business functions; alternatively, its effects may be
localised. Systems with widespreadeffects are usually
sponsored by a central authority and developed by cen-
tral systemsstaff, while systemswithonly localeffects
may be developedlocally.

For systems having a broad effect, the most ap-
propriate approachis usually either collaborative or
traditional (or, occasionally,iterative). However, with
the availability of advanced system building tools such
as NOMAD, LINC and MAPPER, there are now a
numberof large operational systems (mostly among
engineering companies) that have been wholly
developed by sophisticated users withlittle invoive-
ment from systems staff. There have also been a
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numberof conspicuousfailures to produce systemsin
this way.
In the longer term we are convincedthatusers will be
able to develop mostof their systemsreliably. This will
result from an improvementboth in the tools andin
understanding how they should be used. We advise
organisations to experiment with end-user develop-
mentsothat data processing staff can monitorthe ex-
periments and learn the lessons quickly.
In general, it is desirable that systems with a narrow
impact should be developed by their users. Our
research for Foundation Report No. 30 madeit clear
that organisations must now formulate policies and
plans to guide (and perhapscontrol) the development
of end-user computing. One of the key elements of
these plansis the formation of an end-user support ser-
vice. Such a service can be usedeitherto control and
restrict the activities of end users,or to assist end users
in enhancing their computing. The same Foundation
Report strongly recommendedthatthis service should
be staffed by high-calibre people, having the potential
to progress to managementpositions.
Systemswith narrow impact whichwill be replicated in
many dispersed units should be developed underthe
supervision of a central sponsor. Often this arrange-
menthelpsto discourage dispersedunits from devel-
oping their own systems, except when agreed by the
sponsorand the central data processing department.
Complexity of requirements
At one extreme an application may be highly struc-
tured, or at the other extreme rather simple. Some-
times, apparently complex requirements may be ex-
pressed asa set of simple processes. Complexity in the
applications domain suggestsiterative or collaborative
development. Complexity in computing requirements
suggests central and conventional development.
Simplicity suggests user developmentor central devel-
opmentusing advancedtools.

Performance requirements
Performance requirementsare obviouslycritical areas
for success in system design. The requiredlevelsof
system response andresilience (especially with large
files or large transaction volumes) can often be
achieved only through considerable expertise in
design.Strict performance targets generally require a
disciplined approach and the use of conventional lan-
Quages(or even assembler)in critical parts of the
system. Thelessrigorous the operational constraints,
the greater freedom will exist over both the choice of
development methods and the choiceoftools.

Clarity of requirements
If the requirements for a system are clear and stable,
traditional developmentis probably the right choice
thoughthe most productive methods and tools should
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be used. If the requirementslack clarity then develop-
ment should begin with a prototype:
— lf developmentis to betraditional then the prototype

should be discarded whenit has served its purpose.
—|f developmentis to beiterative then the prototype

will evolve into the finished system.

USING PROTOTYPING TO PROMOTE
USER INVOLVEMENT
Regardless of which approach they adopt, systems
departments should encouragetheactive participation
of users in the development process. Users must of
course be able to identify their own requirements.
Increasingly, prototyping is becoming a viable method
of achieving this objective.
Inthe context of this report, prototyping meansbuild-
ing a working model of a system — a working model
which can be created quickly and relatively inexpen-
sively, and which enables a set of assumptions to be
tested. Prototypingis an iterative approach based on
trial and error. It can help to clarify user requirements,
verify the feasibility of system design and develop the
final system.

Requirementsforprototyping
One important requirementfor effective prototyping is
achangein the traditionalattitude of both systemsstaff
and users. Both need to be closely involved in an
iterative process to specify and develop the required
systems — rigid specifications no longer exist. Proto-
typing demandsdifferent procedures, different skills
anddifferenttools.
Different procedures are needed:
—Toidentify the basic requirements.
—To develop a working model.
—To utilise and refine the model.
—Toupgradethe prototypeto an operational system

(if iterative developmentis used).
Different skills are needed because, despite the re-
duced importanceof formalinterviewing, communica-
tion remains the key to success.
Different tools are required because prototyping must
be supported by the appropriate automatedtools (such
as adata managementsystem,an application develop-
ment language,an application generatoror re-usable
code).

Resourcesrequired
Comparedwithtraditional methods,the prototyping ap-
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proachusesextra staff resources (10 to 20 per centextra) during the early stages of a project. Butitrequires fewer staff during later stages because ofmore accurate requirement specifications. When userrequirements arebetter satisfied, fewer resources areneeded for system repairs. However, as we discussedin chapter 1, user demandsfor changes tend to remainconstant, so the overall maintenanceeffort may not bereduced.

Appropriatenessofprototypes
Prototypes canbe usedfor different typesof systemprovided that the appropriate software tools areavailable. They are particularly suitable for small
businessapplications, such as stock control and deci-
sion support systems.Theyareleastsuitable forlarge,
complex systems. If the large systemsarepartitioned,however, prototyping can be used within discrete areas
of the total developmentprocess.
Prototyping is an essential ingredient of an overall
iterative development approach.It can be counter-
productive, however,if the initial version leads to an
unresponsive system,or toa short-term solution which
neglects longer-term objectives.
A further dangerof prototyping is that users maybe so
content with the prototype that it becomesthe opera-
tional system. Prototypes are not intendedfor that pur-
pose. A prototype maynot, for instance, contain all the
fail-safe and recoveryfeaturesof the eventual system.
Prototypes mayfulfil only the main requirements, and
not the subsidiary ones whichoften ‘make or break’ a
system whenit is usedin live environment. It is vital
that prototyping activities follow a well-defined plan.

CASESTUDY: POSITIVE STEPS TO
INVOLVE USERS
The key element in all the new development ap-
proachesis the increased involvementof the user. One
approachthat has been successful in Scandinavia, the
Netherlands and Belgium is the use of Staffan
Persson’s Bottleneck Analysis (reference 10).
In this approach, small groups of employeesare pro-
gressively consulted during the definition of business
procedures. The overall systemsstructureis built up
by an amalgamationof these definitions. Four stagesare involved:
—ldentifying relations between the informationsystem, the work organisation and the company

objectives.
—ldentifying and describing the operational pro-

cedures and organisation.
— Undertaking a design/definition programmewith theusers,
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— Utilising an automatedtool to define data anditsstructures.A relational databaseis the best form oftool to modelthe structures,although there are per-formancelimitations for most implementations.
Even where a system is not clearly defined, Dr Perssonundertakes developmentprojects ona fixed price basis— something whichis possible, he argues, becausethe main partsofall systems can be defined early in theproject. Because the developmentis undertaken inclosecollaboration with the user, a potential failure canbe detected and corrective action taken at an earlystage.
Akzo Systems BV in the Netherlands has success-fully developed a numberof large and small systemsutilising the Bottleneck Analysis approach. Akzo’sdevelopment method COSAM (Co-operative Organisa-tion and Systems Development Method)is supplemen-ted by the documentation and system support toolSWISS. SWISSis usedforthe definition of each of thedata items; the definition of the relations, keys anddependent data; program generation from data struc-tures (dialogue generation for display programs andreport generation forlist programs); and finally formenu generation.The result is an information systemthat can be implemented gradually.
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COSAMconsists of nine stages,the last three of which
are supported by SWISS(see figure 18).

Theresult is an approachthat involves more resources
thantraditionally in the early stages, but fewerin laterstages.
 

Figure 18 Stages of the COSAM development method

Stage 1 Preparation — naming functions
— task description
— discussing social and

organisational consequences
Stage 2 Describing the present system
Stage 3 Analysis and improvement
Stage 4 Functional design — data dictionary

— bubble charts
— Backmann diagrams

Stage 5 Developing the operational plan
Stage 6 Implementation
Stage 7 Prototyping
Stage 8 Reviewing
Stage 9 Rebuilding/improving

Using SWISS
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CHAPTER 5

ADOPTING SYSTEM DEVELOPMENT METHODOLOGIES AND AUTOMATED TOOLS

Having described in chapter 4 the different ap-
proaches to system development and discussed the
advantages of eachone,weturn now to examine the
available methods and automated tools for improv-
ing the productivity of system development.

METHODOLOGIES TO SUPPORT THE
APPROACHES
In this section we briefly consider the different
approachesbefore describing the methodologies that
are available to support them.

Traditional staged developmentandcollaborative
development approaches
Although the need for standards and a disciplined
approachin both traditional staged and collaborative
developmentis now widely recognised, our research
indicates that these are not always practised. In many
organisations there is still considerable scope for
improvementin the application of standards. Struc-
tured analysis and design disciplines have been intro-
duced with considerable benefit in many organisa-
tions using the traditional staged development
approach. Particular advantage can be gained in the
construction of large and complex systems in well-
managedorganisations. The value of these disciplines
has been less significant in less well-managed
environments. Structured methods have been
developed to deal with the problems and systems of
the 1970s. But in many circumstances the same
benefits can be achieved by increasing the level of
staff skills.

In traditional staged development, a prototype can
sometimes be a useful aid to defining system
requirements. Only the more complex or vague parts
of the system need to be prototyped. The final system
can then be built in the conventional way, and the
prototype discarded.

Iterative development
As weindicated in chapter4,iterative development
may be used for a wide variety of applications, for
both new developments and enhancements. Since
experience is still limited, users should be cautious
about this approach. (It is clear that conventional
documentation standards are inappropriate foritera-
tive development, butit is not yet clear what the new
standards should be. Such methodologies as
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PRODOSTA-R and PRIDE/ASDM (which we describe
later in this chapter) encompass the iterative ap-
proach, but theystill have a traditional approachto
documentation.)
lterative development requires advanced system
building tools or languages. It has been successfully
practised with APL, ALL, NOMAD, RAMIS and other
system building tools. But this form of development
is inconsistent with the existence of separate
analysts, designers, and programmers. The systems
staff involved mustbe abletofulfil these various roles
in rapid succession.

End-user development
Today, end-user computing is regarded increasingly
as analternative, and legitimate, system development
approach (as we described in chapter 4). In Foun-
dation Report No. 30, on end-user computing, we
identified guidelines to enable an organisation to get
the maximum benefit from this activity, whilst at the
sametime minimising the associated risks.

AVAILABLE METHODOLOGIES
During our research we identified five examples of
methodologiesthat are significantly affecting systems
development. Thefive are as follows:

—Data analysis methodology.
—Systems development methodology.
—Structured analysis and design.
— Information systems work and analysis of change.
—PRIDE/ASDM (which embraces project manage-

ment, systems development processes and auto-
mated aids).

The main characteristics of the five methodologies
are summarised in figure 19, overleaf, and eachis
then described in turn.

Data analysis methodology
Data analysis is a methodology developed by CACI.
It incorporates data and process analysis. The
developmentcycle consists of six phases, of which
analysis and design are specified in detail. The
methodologyis mostsuitable for the development of
systems in a shared data environment. These sys-
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Figure 19 Characteristics of five development
methodologies
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temsare likely to be complex and to use database
software.
The methodologyis intended for systemsstaff. It is
comprehensive, with the emphasis on tools and tech-
niques rather than on documentation requirements.
It emphasises the use of diagrams and the need to
record information within a data dictionary.
The data analysis is based on a conceptual data
modelrepresentedin termsof data entities, attributes
and relationships. The processanalysis is similar to
the Yourdon structured approach. All activities are
discrete and are actioned in series. Thereis little
allowance for iterative work, and a top-down
approachis not used.

Systems Development Methodology (SDM)
Systems Development Methodology was developed
by BIS and by Learmonth and Burchett. !t is a highly
structured, data-driven method of systems analysis
and design which covers all phases of systems
development. It incorporates well-defined procedures
for both logical and physical design and relies heavily
on the data analysis approach.

28

The major techniques used in the methodology are
data flow diagrams,logical data structuring, third nor-
mal form of data analysis, data dictionary, walk-
throughs and reviews.
The methodology is aimedat all types of system.It
uses the data-driven approach andis concerned with
understanding the data and its transformations.It is
independent of hardware and appliesto all kinds of
file and database structures. At present, no major
software aids are incorporated except for the data
dictionary, and standardutilities for testing and check-
ing. The methodology provides program specifica-
tions that could be translated into operational pro-
grams in any language.
System Development Methodology is a comprehen-
sive and complex methodology which incorporates
a large numberof stages, tasks and techniques.It
is aimed at systems staff, who need to be experi-
enced andskilled in orderto apply the various techni-
ques. The useris involved mainly through discussion
with the analyst together with walkthroughs and
reviews.
Structured Analysis and Design
Structured Analysis and Design (SASD) covers the
analysis and design phasesof the developmentpro-
cess. The Yourdon company, which providestrain-
ing and consultancy for SASD,refers to it as a set
of process-oriented techniques. The techniques in-
clude data flow diagrams, structure diagrams and
structured English. These can be combinedwith pro-
ducts, such as data dictionaries from other suppliers.
The analysis and design phases are broken down into
well-defined sub-phases with checkpoints at which
users can check on the previous phase. The design
phase producesa set of program specifications with
supporting design documentation and operational
proceduresin the data dictionary. The methodology
is intended for use on medium to large projects where
the problems of complexity and communications with
the userare significant. These systems often require
the solution to be partitioned via functional decom-
position.
Some large SASD users have written graphics soft-
warethatallows the interactive developmentof data
flow diagrams. Some of these are now becoming
available as commercial packages.
The approach requires trained and skilled systems
analysts. Data flow diagrams play an important role
in allowing the analyst to demonstrate models of the
system for verification by the user.

Information Systems Work and Analysis of
Change
Information Systems Work and Analysis of Change
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(ISAC) is a problem-oriented approach to systems
development, created by Professor Lundeberg. The
methodologyis user-driven and systematic. It charts
work processes and leadsto a diagrammatic repre-
sentation of both an activity and an information
model. No automated tools are commercially
available to support the methodology.

To understand wider problems and implications than
those specified by the scope of the system, analysis
is undertaken by breaking the problem down into
smaller units. Theinitial steps in the process can be
performed only by business managers and analysts
who have a wide understanding of the business func-
tions of the organisation.

ISAC gives nodetailed guidelines on howto perform
each phase,but examples are available. Maintenance
is not specifically covered in ISAC as a separate
phase.

The use of ISAC does not require detailed technical
knowledgeuntil relatively late in the development pro-
cess, after data structures and computer routines
have been designed. The useris closely involvedin
analysis and design. The methodology has been used
in large and small organisations. Butit is potentially
mostuseful in complex situations where a top-down
analysis of problems reduces them into manageable
sub-problems.

PRIDE/ASDM
A high level of automation of the systems develop-
ment process is incorporated in PRIDE/ASDM as
developed by Bryce & Associates. This is a systems
development methodology which incorporates project
management methods. The system is similar in con-
cept to METHOD-1 and PRODOSTA-R,but its great
advantageis that it incorporates a data dictionary
feature and automated design facilities.

The methodology divides systems development into
nine phases, ranging from the initial system study
through to the audit of the installed system. An auto-
mated dictionary/directory stores the definitions of
systems, organisational entities, data, procedures,
and programs. It generates data diagnostics and
phase documentation. The design method is based
on the conceptof grouping outputs by the time cycles
in which they must be produced.

In the automated design process, the outputs are
definedfirst as the analyst performs the initial system
study. Each of the outputs is defined in terms of a
cycle, offset within a cycle and response time require-
ments(for example,a daily report, produced at 1 pm
with a response time of ten minutes). The system
analysesthe dataflows, relating them to their sources.
As the design advances the system can be divided

The Butler Cox Foundation
© Reproduction by any methodis strictly prohibited

into sub-systems and more detailed design under-
taken for each sub-system.

Again data definitions are input to the system,
together with the procedures necessaryfor produc-
ing the desired outputs. The system identifies errors
of inconsistency or omission. This whole processis
iterative, with the design progressing on

a

trial and
error basis.
This comprehensive methodology offers considerable
advantages for the development and maintenance
processes and has been used successfully on both
large and small projects. So far the major productivity
improvementsrelate to the design of batch systems,
although the suppliers are enhancing the automated
facility to provide assistance for on-line system
design.

INCREASING THE DEGREE OF AUTOMATION
Significant productivity improvements can be
achieved by increasing the degree of automation
available to support systemsstaff. As the technology
advances, so the quality of system design aids will
continue to improve, becomingeasier to use, requil-
ing less effort, and assisting in the logical design.

Advantagesofincreasing the degree of
automation
Many advantagesarising from increasing the degree
of automation can now be enjoyed by systemsstaff.
Awide variety of products are available to automate
or support the process of system design and con-
struction. Almost all these products workin one(or
more) of three ways:

—They improve the user or developer’s access to
computer power.

—Theyprovide pieces of code, or whole programs,
that would otherwise haveto be written specially.

—Theyallow data and functions to be defined in a
more convenient way than in conventional lan-
guages,often in a way that the user can under-
stand.

Access to computer power maybe provided through
programmers’ workstations and software work-
benches, throughfront-end development systems and
through the use of interactive compilers, editors,
debuggers and interpreters.

Re-usable code may be provided through standard
modulesforfile access, calculation or business func-
tions; through data centreutilities; through a library
of standard program skeletons; and through operating
systems, DBMSs and TP Monitors (‘middleware’).
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Better waysof defining functions werefirst provided
by report generators and query processors. Later,file
definition capabilities and dedicated very high level
languages wereintroduced. The most recent develop-
ments are comprehensive systems development
packages and facilities which short-circuit the nor-
mal development process by imitating a familiar
manual data structure such as a spreadsheetor a
boxoffile cards. Products currently on the market
provide the following benefits:
—They improve the image and self-esteem of

systemsstaff through increased professionalism.
—Theysupport prototyping and thereby ensurethat

the system matchesthe user’s requirements more
closely.

—Theyreducethe proportion of routine and tedious
activities, thereby enabling systems staff to be
more creative.

—They reduce the lead time from projectinitiation
to system delivery.

—They improve the overall productivity of the data
processing function.

—Theyidentify careless errors (inconsistency, omis-
sion, duplication).

—They enable changesto be madewith a minimum
of disruption.

—Theyrequire a disciplined and structured approach
(and therefore help to enforce standards).

Improving access to computers
In many organisations, programmers and analysts are
still poorly supported by their computers. Easy and
responsive computer access can improve the produc-
tivity of maintenance and enhancementwork, as well
as new development work. The areas that are ripe
for improvement include:
—Responsetimes.
—Turnround times.
—Access to documents.
—Ratio of terminals to systemsstaff.
—Source codelibraries.
Response times may be reduced bytuning or upgrad-
ing an existing mainframe. But this improvementis
usually obtained more economically by using a mini-
computer-based front-end system.

In a recent project within IBM, one development team
wasgiven priority access for TSO (timesharing) work.
The team wasallocated a dedicated office adjacent
to the computer, using fast local line connections. A
terminal was allocated to each programmer. The
study noted that the time taken by programmersto
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reply to the terminal (programmerresponsetime) fell
dramatically with system responsetime — seefigure
20. Productivity was increased by 58 per centindi-
cating a savingin total effort of 37 per cent. Of equal
significance, the equipment cost per module did not
increase — the increased rate of use of machine
resources was balancedby the saving in time.

 

Figure 20 Analysis of programmer response time
against system response time
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In addition to the productivity gains, the project also
benefited from an almost complete elimination of
overtime and the early installation of the finished
system.
Our research indicates that a numberof organisations
have notedthis effect in reverse. Heavy mainframe
usage often results in a degraded service, causing
programmersto lose concentration and eventually to
become demotivated.
In principle a combination of micro-based work-
stations, locally shared resources and mainframe ac-
cess would provide the bestfacilities. But the soft-
ware to support such an environment does not yet
exist.
A substantial reduction in response time changes the
nature of the interaction with the computer. Menu
selection, for instance, is efficient when response
times are under one second,butis less efficient when
responsetimesare five seconds.If textual search can
be madesufficiently fast, it will be preferred to the
manual scanning of printouts. (Though the use of
printouts for debugging has declined in some organi-
sations, it remains a central element in most devel-
opment work. It is therefore desirable that a fast
printing service should be provided for system
developers.)
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In many organisations there is considerable scope
for increasing the ratio of terminals to programmers.
One terminal per working programmeris a reason-
able target. Often the terminal can be cost-justified
by increased productivity.

Online accessto specifications and other documents
speedsupretrieval and updating activities. Computer
support also makesit easy to manageseveralparallel
versions of a document. Goodlibrary facilities ease
the programmer's job and encouragethe sharing of
code and skeletons. The use of electronic messag-
ing systems for memoranda and systems documen-
tation can also improve communication between
team members.

The Philips Maestro system
Maestro has been designedto run as a stand-alone
system linked to the host computer. Currently each
Maestro system can handle up to 20 workstations.

Maestro supports program developmentstarting with
specifications and continuing through module design,
coding and testing. Documentation can be created
and maintained throughout the process.A text editor
is provided for making additions, deletions, changes
and global replacements in a body of code. It is also
useful for handling textual information, such as
requirement statements and system (or program)
specifications. For example, analysts can develop the
specification for a new system in text form. The top-
down design features,plus the text editor, allow them
progressively to correct and enhancethe specifica-
tion.

Maestro provides a variety of functions to support the
programming process. It encourages structured pro-
gramming by providing five control ‘constructs’ for
designing a program. The system can draw structure
diagrams of the logic that has been expressed in
terms of these control constructs. It allows for the
marking of sections of code, text and data, and each
of these sections can be indexed. Movement between
sectionsis undertaken by one key stroke. A shorthand
feature enables abbreviations to be used for common
data-namesetc. Significantly, an audit trail is main-
tained of all changes to each program; and the
system monitors the usage of facilities.

Maestro is relatively expensive; each workstation
costs about $6,000 for the configuration described
in the case history below. But the productivity gains
experienced by existing users confirm that the system
can improve the cost-effectiveness of the develop-
ment and maintenance process.

Case history — justifying increasesin the degree
of automation
A major consideration in increasing access to com-
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puters and introducing automated tools is that they
may require substantial capital expenditure, which
maybe difficult to justify in advance.

During our research we contacted a major manufac-
turing organisation to discuss its systems develop-
ment environment. The company, which employs
more than 70 developmentstaff, has recently made
a financial case, justified over five years, for purchas-
ing a dedicated Philips Maestro system to provide one
terminal per programmer/analyst. The company and
staff have agreed that a 10 per cent increase in
development productivity will be achieved, and
development timescales are being adjusted accor-
dingly. This productivity improvementwill be used as
a basis for evaluationin the next round of annualstaff
assessments (and salary reviews).
The system costs about $100,000 and consists of 16
terminals, 2 x 64M bytes discs and a Philips P7000
processor. An additional payment is required for
annualsoftware rental. Each individualis given three
days training on the system andfive days are allowed
for familiarisation over a period of three months. The
decision to acquire the system wastakenafter the
company had considered using interactive facilities
on the mainframe. This alternative was rejected
because of the poor responsetime (and low priority)
of development work on the mainframe.

In addition to the increase in productivity, the most
significant advantages of the Maestro system
observed during a trial period of nine months were:

—Instantaneous responseforediting.
—Terminals with function keys.
—Consistency of approach through the development

process.
—Enforcement of standards and procedures.
—Automatic document generation.
—Theability to cross-reference betweenlevels of

program definitions within the system, thus pro-
viding flexibility of work patterns.

INCREASING THE USE OF COMPUTER-BASED
TOOLS
There is no doubt that modern system building tools
(SBTs) lead to much higher productivity than conven-
tional languages such as COBOL and PL/1. Someof
these tools are referred to as fourth generation lan-
guages, and someare also referred to as non-pro-
cedural or declarative languages. Conventionallan-
guages such as COBOLrequire the programmerto
specify a procedurefor achieving a solution as well
as strict processing logic. With non-procedural
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languages, the developer describes ‘what’ needstobe done andleavesthe individual ‘how’ steps to thesoftware.
The improvements derive from a numberof features,including:
—Arational syntax, which enables more efficienttranslation into executable code.
— Integration with a database management system(DBMS), which eases the accessing and updatingoffiles.
—Non-proceduralinstructions, which ease the useof languages by reducing the level of technicalexpertise and training needed.
— Integrated debugging aids, which ease the testingprocedures.
Advanced SBTsare neededforiterative developmentbut they can also be used to improve stages in thetraditional development approach.
The selection of appropriate tools depends upon anumberof factors associated with an organisation'sapplication portfolio. These include:
—The nature of the workload: how muchis batchprocessing and how muchis on-line? Whatis thebalance between on-line enquiry andfile updatetransactions?
—Theneedfor operational efficiency: what are theresponse time requirements? How heavy are thetools on main memory capacity?
—Theneedtointerface with other systems writtenwith conventional languages.
—The computer used (becausetools are availableon only a limited range of computers).
—Whethersystemsstaff or the end user will be theprime developer.
As a result of our research, we can distinguishbetweenfive kinds of SBT. These categories are notexclusive, as illustrated in figure 21.

System generators
System generators are appropriate to particular kindsof application — often they cannot readily interfaceto existing files and mayberestricted toa proprietaryDBMS.
It is essential to evaluate the environmentinto whichthe generatoris to befitted if the potential produc-tivity improvements are to be realised. If a generatordoes not closely fit an application or provideappropriate interfaces, then substantial elements ofown coding may be required. This can result in a
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Figure 21 Categories of system building tools
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SQL IBM
Various Various
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hybrid application which is not much quicker todevelop and maybedifficult to maintain.
There are two types of system generators, both ofwhich require programming expertise:
— Program generators: these create source code asstand-alone programs. These statements can bemodified directly, without using the generator.Further, an application maybe built up from a com-bination of results from the program generator anddirect coding in the source language.
—Application generators: these require a run-timeportion of the generatorto run the application pro-grams; they generally provide faster run-timesthrough the use of pre-compiled code. It is usuallyvery complicated to incorporate programs writtenin conventional languages with programs gener-ated by application generators.
Both ICL and Hewlett Packard provide examples ofproducts which have been developedto increase theflexibility of system generators and to enhancein-tegration capabilities. The main componentof ICL’ssystem, knownas an Application Blueprint, is inten-dedto provide users with a ‘core’ structure design-ed for the application area concerned. The two maincomponents of the Application Blueprint are abusiness modelfor the application area, and a data-base design with sample reports and enquiries sup-

The Butler CoxFo
© Reproduction by any method is strictly prohibited

  

 



CHAPTER 5 ADOPTING SYSTEM DEVELOPMENT METHODOLOGIES AND AUTOMATED TOOLS

ported by ICL products, both documented in the ICL
Data Dictionary System (DDS).
Blueprint offers a standard startpoint from which to
modify, expand and build software. The next stage
in this processislikely to be the introduction of a pro-
duct (Application Master) which will generate on-line
database applications.
Hewlett Packard also offers a productthatutilises the
building block concept. This product, whichis based
on Hewlett Packard’s ‘customisable’ application sys-
tem concept, consists of a set of application pack-
agesthat can be madeintoa tailor-made system by
means of a system-aided assembly facility.
The Hewlett Packard approach has three elements:
the concept(tailoring), the set of packages (the
‘customisable’ applications system), andthefacilities
(Application Customiser and Application Monitor).
Hewlett Packard has developed the approachforits
HP3000 computer, and it has been used with the
company’s Materials Planning and Control System for
Manufacturers.
The approach involves a special method for con-
structing the packages themselves, as well as a
sophisticated application facility for assembling and
using the packages to meet specific requirements.
The packagesare developed in a parameterised form,
and the application facility maintains a set of tables
for each application. These tables make up the
‘application data dictionary’, and they define the
application and its operational environment. The
system is tailored by modifying the tables; no source
code is ever modified. With this approach, the cus-
tomisable application is a truly dictionary-based
system. The dictionary is the depository of all the
parts that make up the system.

In practice, the customisable application system con-
cept needs twokinds of automated facilities — one
to tailor the application and another to run it. The
Hewlett Packard approach provides two ‘tools’ — the
Application Customiser (AC) for tailoring the system
and the Application Monitor (AM) for operating and
controlling the tailored application system.

Language-independent program generators
Language-independent program generators are
appropriate where there are a numberof target
environments and where executionefficiency is par-
ticularly important. They have a placein thetraditional
development process, particularly when structured
techniquesare used. Their value in maintenance and
enhancement work is doubtful.

DELTA, a program generator(see reference 11) has
been used on some very large systems, including a
320 person-monthsbanking package for Sperry. One
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DELTA statement expandsinto three or four Cobol
statements. Production rates can be 3.5 statements
per hour (generating 10-14 Cobol statements per
hour).

DBMS-basedtools
DBMS-basedtools are especially appropriate when
the DBMSis already in use. They may be usedto pro-
vide enhancements to DBMS-based systems, for new
developments andin iterative developments. Some
of them, such as RAMISIl and FOCUS, may be used
also for end-user development. These non-procedural
languagesprovide users with facilities to create appli-
cations and set up databasefiles.
RAMISrequiresrelativelylittle training (typically three
days). Development timescales can be reduced to
one third of the COBOL or PL/1 equivalent. The
response time of RAMIS programsis poor within a
timesharing environment, and these programs require
a relatively large amount of main memory.

RAMIS can be usefulfor implementing rapid changes
and for ad hoc reporting. One study (reference 12)
claims that RAMISis valuable in system conversions.
In an examplecited by the study, changes were made
to 40 RAMIS programsin just four hours. However,
experience showsthat RAMISis not suitable for real-
time updating, multiple terminal updating or very high
volume systems.

FOCUSis marketed to end users as well as being
presented to data processing staff as an SBT.Forthis
purpose the ‘Dialogue Manager’ facility allows
systems staff to build a ‘black box’ between the
system and the user. FOCUSis written in a mixture
of Fortran and Assembler and it generates source
code. There is a common syntax to all output
modules. The data dictionary allows FOCUS to
describe virtual data structures and relationships.

Both RAMIS and FOCUSallow complex business ap-
plications with links to COBOL orPL/1 routines, for
instance, to be created but this demands con-
siderable programming expertise.

The SBTsvaryin their usefulness depending on two
factors:

—Their intended purpose: are they to be used for
high performance, operationalapplications,orfor
ad hoc applications with few performanceoreffi-
ciency requirements?

—Thepersonintended to apply the product: is the
person to be a systems professional, or the end
user?

Figure 22, overleaf,illustrates the way in which some
available productsare related to the supplier's intend-
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Figure 22 Alternative categories of system building
tools
 Intended purpose
 

To deliver high-
performance and
efficient operational
applications

To develop ad hoc
applications with
low performance
and efficiency
requirements

Intendeddevelopmentperson

 

 

System staff. ADF NATURAL
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ALL
MANTIS

End user LINC FOCUS
MAPPER NOMAD

RAMIS     
 

ed market. Wenextoutlinefive of these products —MANTIS, NATURAL, FOCUS, MAPPERand LINC.
MANTIS
MANTIS, which is marketed by Cincom SystemsforIBM compatible machines,is used chiefly by systemsstaff to develop high performanceandefficient opera-
tional applications. It combines a good structurallanguage with screen developmenttools. It can belinked to TOTAL and other IBM-based databases. Cur-rently, MANTIS contains no report generator andisavailable for on-line systemsonly.
NATURAL
NATURALis a full programming language, com-parable to COBOL,that wasoriginally designed asa query language andreportwriter. It was developedby Software AG. The distinctive features of thelanguage facilitate access to ADABAS databaserecords, control of terminals and the processof pro-gram writing. NATURAL programs are smaller thanCOBOL equivalents, and their respective designphilosophies are different. Under some circum-stances NATURAL programs may behavein ill-defined ways or may terminate, andit is often difficultto make provisions against these problems.NATURALis used by many end users as a querylan-guage or report writer; it is also used by systemsstaffto develop ad hoc applications.
FOCUS
FOCUS, a DBMS-basedtool aimed at end users,isavailable from Information Builders Inc. for use onIBM compatible machines.It provides sophisticatedfile accessing andinterlinking facilities, but is subjectto performanceconstraints becauseit contains anadditional layer of software. It is not appropriate forhigh-volume, high-performance systems.
MAPPER
MAPPERis a Sperry SBT running onlarge series 1100
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computers.It is an on-line system which can be usedto create files, reports and processing proceduresthatlie between high performance, efficient applica-tions and ad hoc applications with no efficiency con-straints. Its simple functions can be quickly learnedby end users, typically in two days, but learningallfunctions requires considerably more time. MAPPERemploys a collection of shared files or tables whichconstitute a simple form of relational database, whichis not integrated with Sperry’s DBMS 1100 databasesystem.
LINC
LINC is a Burroughs product which uses the DMSdatabase in a waythat is incompatible with normalDMSuse. Currently, LINC DMSfiles are not availableto non-LINC COBOL programs. Also the reportingfunction is batch oriented. LINC is intended for effi-cient, operational applications where the end usercarries out the bulk of the development work.
Integrated toolkits
Integrated toolkits, which provide a rangeoffacilities,have their greatest value for new developments.Sometoolkits such as ALL can accessalien files andmaythus be used to enhanceexisting systems. Some
toolkits such as NOMADimposesubstantial run-timeoverheads; others such as LINC do not.This lattergroup may even produce moreefficient systems thanwith conventional languages, because the routines
are written in Assembler and can use pre-compiled
code.
Entry level costs for most of these systemsis above
$100,000. For that investment, however, significant
productivity gains are claimed. One user of LINC hasexperienced a 70 per cent reduction in programm-ing and testing activity and a 50 per cent reductionin overall project effort. Similar claims are made forthe improvements in maintenanceof LINC generatedprograms.
Anotherorganisationinitially estimated that a conven-tional developmentproject, to develop a productioncontrol system using COBOL, would takesix person-months of systems work and two person-yearsof pro-gramming. In the event the system was developedusing ALL, and in eight weeks a systemsanalyst andthe production manager had 50 percentof the ap-
plication working.
ALL, NOMADand LINC may be used for prototypingandthe iterative developmentof systems. Specifica-tions are not ‘frozen’until the users have seena tangi-ble product and gained ‘hands on’ experience.
Most organisations we visited during our researchclaimed that the productivity improvements gainedby the useof integrated toolkits would allow them todevelop systems more quickly and hence to handle
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CHAPTER 5 ADOPTING SYSTEM DEVELOPMENT METHODOLOGIES AND AUTOMATED TOOLS

more user requests. Any consequent reduction in
staff numbers usually was expected to take place
through natural wastage.

Discrete tools
Discrete tools such as query languages and text aids
may be used in various contexts and must be
evaluated individually.

One productfrom IBMis the structured query langu-
age SQLIDS.This is a powerful manipulation lan-
guage which is linked to a relational database
management system. Data from an IMS or DL/1
database must be extracted and imported into
SQLIDS before the user can make enquiries.

Performance considerations
All the advanced software tools reviewed aboveraise
twosignificant issues in relation to machine perfor-
mance:
—Howefficient is the code produced by software

tools?
—How fast is the response?

OneIBM study (reference 13) has indicated that the
machine cycles used in running many applications
for their lifetime are less than the machine cycles
used for assembling or compiling them. This is true
of both advanced software tools and conventional
languages.A further IBM study (reference 14) indi-
cated that 50 per cent of the application programs
accounted for only two per cent of the machine
execution time. For over 90 per cent of the applica-
tion programs, development and maintenance costs
exceedlifetime execution costs by a factor of 10. This
would indicate that for most application programs
machine efficiency is not a significant factor.

Advanced software tools which use pre-coded
modules or modify skeletal programs will be machine
efficient. As weindicated above,tools of this type can
often create object code whichis moreefficient than
code produced via COBOLor PL/1.
Pre-compiled modules can reduce response times
substantially. The use of re-entrant code in a multi-
user environment meansthat there is substantially
less paging than with conventional programs, for
which every code module is different. In his latest
book (reference 15) James Martin cites an IBM
installation where PL/1 applications were replaced
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with the same applications written in DMS (IBM’s
Development Management System — tool for CICS
applications). Eight applications ran concurrently and
shared modules of DMS. The average response time
dropped from 3.4 seconds to 0.6 seconds and the
range of response times dropped from 7.1 seconds
to 0.8 seconds.

THE CHANGING ROLE OF ANALYSTS AND
PROGRAMMERS
Computer-aided tools are available now for both
systems analysts and programmers. For analysts
they include application generators, high-level
languages such as MANTISandintegrated toolkits
such as ALL. For programmers,they include program
generators such as DELTA,generalised software en-
vironments such as UNIX and PICK, and programm-
ing workstations.
Generalised software environments can be used as
a rapid way of building high-powered command
systems without the need to generate conventional
program code. Programming workstations are
dedicated systems that help the programmerto do
the job. The relevance of these systems was dis-
cussed in Foundation Report No. 25.

The use of computer-based tools, together with
improved access to computers, is leading to the
integration of the separate tasks of the analyst,
designer and programmer. As the task of program-
ming becomestechnically less demanding and com-
puter resources become more widely available, pro-
gram code may be generated by a widervariety of
people. Once againit will become feasible to com-
bine the role of the analyst and programmer. This
changein the natureof the role of systems staff will
be one of the main features of the data processing
environment over the next five years.

SUMMARY
The casefor increased automated support should be
made at an organisational rather than at a project
level. The experiences describedin this chapter in-
dicate that productivity improvements of more than
25 per cent (and sometimes more than 50 per cent)
can beachievedby increasing the degree of automa-
tion. If these improvements are translated into
numbers of systems delivered or staff reductions,
then a positive financial case can be made.
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CHAPTER 6

TRENDSIN SYSTEMS DEVELOPMENT AND MAINTENANCEAND GUIDELINES FOR MANAGEMENTACTION

There have beensignificant changesoverthe past ten
years in most data processing organisations — par-
ticularly in the larger ones — as wepointed outinchapter 1. Changesoverthe nextten years arelikely
tobe even moresignificant. In this chapter wefirst lookat trends in the systems environment, then summarisethe implications of these trendsfor the data process-ing department, andfinally set out guidelines for im-proving the cost-effectiveness of systems develop-
ment and maintenance.

TRENDS IN THESYSTEMS ENVIRONMENT
In this section we consider those factors which aremostlikely to influence the systems environment overthe next ten years.
Improving hardware price-performance
Hardware price-performancewill continue to improve,helping to dispel the concern of manydata processingmanagers abouttherelative inefficiency of automatedtools and techniques. The cost of main store and pro-cessing powerrequired by thesetools will often bejustified by productivity gains.
As a result, the degree of automation within data pro-cessing departments will significantly increase. Ineffect, machinecosts will be substituted for peoplecosts.
Increased software capability
Softwarewill continue tobe a growth sectorin the infor-mation technology industry. The result will be an in-creasein the capability and variety of tools as well astheir ease of use. On the one hand, this will enableorganisations to select tools most closely matchingtheir requirements. On the other hand,it will exacer-bate the task of evaluating and selecting the right tool.
As aconsequence,data Processing departmentswillbecomesources of expertise in techniques, deter-mining the software appropriate for each applicationand providing consultancy and training services tousers.
Diminishing role ofprogramming
With improvements in hardware price-performance,reductionsin the costs of software products andthein-creasing availability of high-level system building tools,
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the programming role will diminish in importance.Analyst/ designerswill be able to generate applicationswithout needing to program in the accepted senseoftoday. Rather, the job of programmingwill shift towardsprogram and application generation, undertaken byanalyst/designers using non-proceduralfacilities.
Increasing significance of the data resource
The more general recognition of data as a key com-Panyresource will encourage the spreadof databases.Systems analysts’ expertise will grow in thefields ofdata analysis and data structures (though not intechnical matters, which will continue to be the respon-sibility of the database administrator).

Increasing role of the user
Business competitiveness will grow rather thandiminish. As a result, the traditional system life-cycleof five to seven yearswill reduce significantly. This willaffect the underlying economic justification of newsystems development, and underline the importanceof rapid system delivery. In turn this will encourageusers to develop more applications themselves. Userswill become moreinvolved in systems processes andsystems management. The emphasis will shift awayfrom traditional development and towards col-laborative development.
Users’ expectationsof business systemswill continueto rise. This will result from the spread of micro-computers with easy-to-use packages (such asVisiCalc and Wordstar), from the spread of simple-to-Program colour graphics, and from the growingfamiliarity with computers of school leavers. Data proc-essing departments will have to improvetheir deliveryperformance merely to retain current levels of usersatisfaction.

IMPLICATIONS FOR DATA PROCESSINGDEPARTMENTS
The trends we have described in the precedingparagraphs imply that data processing departmentsshould:

—Reducethe lead time betweenprojectinitiation andsystem delivery in order to meet user demand.
—Become moreresponsive to users’ system require-
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ments,bothat the beginningof a project and during
its evolution.

—Reducethe backlog of applications.

The needfor these improvementsis now urgent. Data
processing departmentsthatfail to achieve them will
put their futuresatrisk.

GUIDELINES FOR IMPROVING THECOST-
EFFECTIVENESS OFSYSTEMS DEVELOPMENT
AND MAINTENANCE
Inthis section weset out guidelines for improving the
cost-effectiveness of the systems development and
maintenanceprocess.Weclassify these guidelinesin
three levels: strategic, departmental and project-level.

Strategic-level guidelines
The discussion in this report has been deliberately
wide-ranging. Improvementsin productivity and in the
cost-effectiveness of systems cannot easily be
achieved.A critical factor is that appropriate systems
are selected for developmentin thefirst place, so as to
maximise the contribution to the business.This is a
matterofvital importance whichis discussed in Foun-
dation Report No.34.
Departmental-level guidelines
Departmental-level guidelines can be applied to the
managementof systems development and mainten-
ance. These guidelinesinclude:

—Implementtraining programmes with the aim of
improving the skills and motivations of systems
staff.

—Improve staff productivity by weeding out sub-
standard performers.

—Introduce system metrics to provide an objective
basis of performance measurement (of staff,
methods, tools and techniques).

—Introduce quality assurance procedures (including
formal audits of development and operational
systems, reviews of documentation and design
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GUIDELINES FOR MANAGEMENTACTION
procedures,
procedures).

software libraries and change

—Adopt automated project management aids for
large and complexprojects.

—Improvethe work environmentin orderto raise the
level of staff motivation.

—Organise staff specifically to undertake main-
tenance work, emphasising the problem-solving
aspects of the job, and try to attract high-quality
staff.

—Increase the degree of automation within the data
processing department (renting fora trial period
those products whose benefits cannot easily be
quantified beforehand).

Project-level guidelines
Project-level guidelines include:
—Adopt and emphasise collaborative anditerative

development approaches,recognising andaccept-
ing end-user computing as a valid approach.

—Usethe criteria set out in chapter 4 on page 23to
help identify the approach most appropriate for
new project proposals.

—Break long-delivery projects into smaller ele-
ments, each able to be delivered in a shorter time
and eachretaining user involvement.

—Raise productivity levels by using off-the-shelf
software.

—Adopt formal methodologies, such as data
analysis (whichis useful whetherornot a database
approachis involved).

—Support the development process by adopting
specific development tools in the form of addi-
tional terminals, main memory and disc space; or
a dedicated development machine or programmer
workbench; or documentation program library and
testing aids.

—Help to cut lead times (and to increase product-
ivity, user participation and the match between
requirements and outputs) by adopting system-
building tools.
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CONCLUSION

Mostdata processing departments can increasetheir Approachingthe problem of systems development anddevelopment and maintenance productivity by 100 per maintenance in a piecemeal and ad hocfashion maycentin three to four years, and by an additional 400 per produceshort-lived gainsthat diminish or even disap-centin six to eight years, if a co-ordinated programme pear whenanother productivity aid is implemented.is undertaken.
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GLOSSARY OF TERMS

An application
generator

An application
package

Collaborative
development

Data analysis

Data analysis
methodology

End-user
development

Entity analysis

Functional analysis

Inspection
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Generates program code for specific
applications by using user-supplied
parametersfor direct processing of pre-
coded routines.
A set of programsfor usein data process-ing systems. In practice the distinctionbetweenapplication packages and someother types of proprietary softwareis blur-red. For example, some applicationpackages include a high-level reportgeneration language, and someapplicationpackages use a database management
system for file managementtools.
An approachin whichthe system require-ments and design are developed by a teamof usersin close collaboration with profes-sional systemsstaff.
The activity ofidentifying entities togetherwith the data that describe them anddescribing these in a data model.
There are two main activities within themethodology(functional analysis and en-tity analysis) which are normally completedin parallel as complementary operations.
This type of developmentincludes a varietyof approaches, all of which areinitiated bythe enduser.It includes users who have@ report-writingfacility to define reports forthemselves and users who developtheirownapplications using a modelling Pack-age or programming language.
Theactivity that identifies resources andinformation needed by the organisation.(For example, staff, equipment, orders,personal details, etc.)
Theactivity which defines the functions ofthe business (for example handling orders,maintaining plant, paying staff, etc).
A manual analysis technique in whichsystems or programs (requirements,design or code) are examined in a veryformal anddisciplined mannerto discovererrors.

 

Iterative development An approach in which a prototype of the

A metric

system is built using advancedtools. ThePrototype is progressivelyrefined until itsatisfies the user.
A measure which can be applied to a
system or software environment. There are
two important stagesin defining metrics:
to agree on the measuring concept(for ex-
ample absenteeism) and to agree an
economical and accuratetool for measur-
ing the property (for examplestaff atten-
dance records).

Normalisation in data The processof achieving the highest possi-analysis

A program generator

Prototype

A report generator

A system generator

Traditional staged
development

Walkthrough

ble levels of data independence.(This ap-
proachderives from the work of E. F. Codd
of IBM's research laboratory in San Jose.)
In third normal form (TNF), any oneentity
will have only one value for an associated
attribute type and each associated at-
tribute type will describe only the entity
type in question.
Creates source code giving stand-alone
programs.
A working model of a system, which can
be created quickly andrelatively inexpen-
sively and which enablesa set of assump-
tions to be tested.
A processing program whichcan generate
object programs for report generation
dependent upon a set of pre-definedparameters.
Produces executable software for a par-
ticular computer environmentdirectly from
a set of functional specifications.
An approach in which systems are
developed by undertaking a series of
discrete stages. Each stage ends with a
formal cut-off point, at which a specific set
of project documentation is produced.
A manualanalysis technique (mainly for
programs) in which a module author
describes the module's structure and logic
to an audience of colleagues.
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