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Expert systems are computer systemsthat help in
tackling difficult decision-making problems. As well
as using facts, they attempt to embody judgement,
rules of thumb and human experience, and they go
through a rudimentary form of reasoning to offer
possible solutions. Most pioneering work in expert
systems has been donein universities in the United
States; now the subject has been taken up byin-
dustry there and active groups have been estab-
lished in the United Kingdom and continental Europe.
The purposeof this report is to provide Foundation
members with a basic understanding of expert
systems. It attempts to remove the myth attached
to expert systemsby giving a simple explanation of
their main features, by placing them in context, and
by indicating their potential applications.
The report concludesthat expert systems represent
a new software technique, still at a primitive state
of development. These systemswill not revolutionise
data processing during the next five years.
The report was researched and written by a team
of three Butler Cox consultants who have taken an
active interest in the expert systems field over re-
cent years:

Charles Chang: a consultant specialising in the
strategic planning of information systems, with an
emphasis on data management, high productivity
tools for systems development and end-user
computing.
Yair Melamud:a consultantspecialising in informa-
tion and logistics management. He has carried out
extensive research into expert systems and other
aspects of artificial intelligence.
David Seabrook: a consultant with extensive ex-
perience of systems development. He has beenin-
volved in the supervision of numerous Foundation
reports covering many aspects’ of information
technology, and has carried out researchin the ex-
pert systemsfield.
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No topic in computing is more confusing to manage-
ment at the present time than that of “‘intelligent
knowledge-based systems”’ in general and expert
systemsin particular. Despite (or, perhaps, because
of) the space accorded the subject in the computing
press, the present achievements and future
significance of these systemsis far from clear. We
know that these and other techniquesofartificial in-
telligence (Al) may well emerge in Japanesefifth
generation systems in perhaps ten years’ time —
but what do they mean today for organisations look-
ing ahead over the next few years?
Expert systems are computer systemsthat help in
tackling difficult decision-making problems.As well
as using facts, they attempt to embody judgement,
rules of thumb and humanexperience, and they go
through a rudimentary form of reasoning to offer
possible solutions. Most pioneering work in expert
systems has been donein universities in the United
States; now the subject has been taken up byin-
dustry there and active groups have been esta-
blished in the United Kingdom and continental
Europe.
Introducing the subjectin this report (chapter 1), we
define an expert system as a computer system con-
taining organised knowledge, both factual and
heuristic, that concerns some specific area of
human expertise; and that is able to produce in-
ferencesfor the user. Amongearly milestonesin Al
research that are relevant to expert systems were
the development of the LISP symbol-processing
language by John McCarthy at Massachusetts
Institute of Technology; and the application of Al
techniques to discrete problems in chemistry and
medicine by the heuristic programming team led by
Edward Feigenbaum at Stanford University.
One key difference between a conventional com-
puting system and an expert system is that the ex-
pert system uses inexact reasoning. It holds facts
and heuristics (and normally also the processing
logic) in a knowledge base, whichis interpreted by
a separate reasoning mechanism or inference
engine. Twoof the most widely used symbolic langu-
ages are LISP, much favouredin the Uni’ed States;
and PROLOG, a higher-level language based on
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predicate logic and developed in France and the
United Kingdom.
In a total of 41 expert systemslisted in chapter 2 of
the report, only one has had a genuine commercial
impact. This is R1, developed jointly by Carnegie-
Mellon University and Digital Equipment Corporation
for the purpose of configuring the DEC VAX 780 com-
puter system. Several other expert systems are
notable technical successes. We describe four state-
of-the-art examples: Stanford's DENDRAL and
MYCIN,SRIInternational’s PROSPECTOR, and DEC’s
Ri. Our examination of the current state of the
technology includes also eleven case studies (see
chapter 3), of which five come from the United States,
four from the United Kingdom and two from France.

Experience to date points to a numberoflimitations
in present-day expert systems:
—The area of knowledge (the domain) which any one

system can handle is small and specialised.
—The systems take many years to construct.
—They are large and expensive to construct.
—Only a few domains have been tackled, and these

have been those where an industry sector or
government agencies can afford the high risk.

—1In the domains that have been tackled, the human
experts are scarce and expensive.

—Theability of the systems to explain their reason-
ing is relatively poor.

—Most present-day systems have scant built-in
knowledge of their own assumptions, and so can
be used only by experts.

Suitable applications for expert systems, in our view,
will be found in the broad areasof training, advice,
and intelligent interfaces. In training, knowledge-
based systems have an obvious contribution to make
to computer-aided training in areas where the
knowledge is highly specialised and difficult to
acquire.
Providing adviceis a very broad field. Fault diagnosis,
insurancebroking, tax guidance and general ounsell-
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ing based on regulations are among the suitablecases for expert systems, which also couldstrengthen the power of computer-based decisionsupport systems.
Intelligent interfaces could be provided to existingdatabases and software. Using complex softwareisa very knowledge-intensiveactivity, and manuals arecomplex and often poorly written. Expert systemscould giver users a muchbetter understanding andwould have a broad marketin this field.
A numberof other special fields offer opportunitiesfor the introduction of expert-system techniques,notably those where traditional techniques haveproved inadequate. Examples include voice recog-nition and natural language processing.
A basic problem in building expert systemsis the dif-ficulty of acquiring the information necessary to struc-ture the knowledge base. Substantial resources areneeded in terms of staff — domain experts with thetime and willingness to participate, knowledgeengineers skilled in extracting the domain expertiseand presenting it to the system, and skilled computersystems designers who canthink in terms of the userinterface. Maintaining a large knowledge basewill bejust as difficult as Constructing it; by definition theknowledge base will change as new knowledgeemerges.
Specialist hardware and software resourcesalso willbe needed, pushing thetotal cost of developing atypical expert system to perhaps one million dollarsor more.
Looking forward from today’s narrow and specialised

expert systemsto a future when expert systems maybecome more generally useful and cost-effective, anumberof improvements are called for (see chapter5). Acquisition of knowledge and understanding ofnatural languages must be improved, together withthe understanding of how to represent knowledge. Weneed better understanding of how to deal with uncer-tainty; and of the processes of human judgement,reasoning and perception. Better ways ofidentifyingdomains, moretrained and skilled people, and lower-cost hardwareare also needed. Only the lastof theseseemscertain to be attained.
Overthe next two or three years, therefore, the mainexisting limitations will remain. Large, expensive andhigh-risk expert systems will be tailored to thespecialised needsof the few companies that can af-ford them.In parallel, small experimental systemswillbe developed whosevaluewill be mainly educational.A substantial investment will be needed to achievesignificant benefits.
Webelieve that Foundation members should considerexpert systems applications only in cases whereknowledgeis already available in some written form:where the application areacalls for continuous up-date of logic rules: where the system can bedeveloped in a modular way; wherethere is a clearincentive for a user to use the system; and where auseris going to be able to maintain and improve theknowledge base.
Expert systems, we conclude, will not revolutionisedata processing during the next five years. Theyrepresent a new software technique,still at a primitivestate of development.
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Expert systems are computer systemsthat help with
important and difficult decision-making problems
whichonly a few experts do well. Expert systems are
not the same as conventional computer systems. As
well as using factual information these systemsat-
tempt to embody judgement, rules of thumb and ex-
perienceof expertsin the field. A reasoning process
is then used to provide a possible solution to a pro-
blem.
Work on expert systems has been underwayfor the
past 15 years. Research grew outof the specialised
field of artificial intelligence, which hasitself been ac-
tively pursued over the past 25 years as a part of
computer science.
Despite its comparatively lengthy heritage, the sub-
ject of expert systems has only recently attracted
general interest amongst the commercial computing
fraternity. That interest stems from a numberof im-
portant developments over the past two or three
years. In particular, expert systems have recently
been shownto equal or even better human experts’
performance in some fields; cheaper hardware
meansthat expert systems application could become
economic; and the widely publicised Japanese plan
to overtake IBM as the world’s leading computer
force has generated muchinterest.
At a conferenceheld in Tokyo in October 1981, the
Japanese announced their plans to research and
develop a so-called fifth generation computer ar-
chitecture, in which expert systems would have an
important part to play. Since that time, interest in ex-
pert systems has grown,not only amongst an expan-
ding circle of specialists, but also amongst manage-
mentservicesstaff who are anxious to know whether
these systems present new opportunities for their
organisations.
To many people in managementservices, the sub-
ject of expert systems is bewildering. The reasoning
processitself is not an easy one to grasp. Jargon
terms abound. Experienced staff are few andfar bet-
ween. Expert systems having the capacity to do jobs
that are genuinely worthwhile seem very expensive.

Nonetheless, more and more managementservices
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staff are looking for guidance on the subject. On the
one hand they wantto satisfy their curiosity. On the
other, they want to know whetherthere are applica-
tions in their business where expert systems can be
usefully exploited — either now,or in a few years time
whenthe subject may have advanced beyondits pre-
sent experimental stage.
Purpose of this report and intended readership
The purpose ofthis report is to provide Foundation
members with a basic understanding of expert
systems.
The report attempts to remove the myth attached to
expert systemsby giving a simple explanation of their
main features, by placing them in context, andby in-
dicating their potential applications.
Because expert systems have received extensive
(and sometimes misleading) coverage in the com-
puting press, the report should be madeavailable to
anyonein the information systems function with an
interest in the subject. A formal background in com-
puter science is not a prerequisite.
Scope and structure of the report
Wehavewritten the report with the business userin
mind, and its emphasis is on the commercialimplica-
tions of expert systems.It is not a technical report
and so does not coverin detail the technical issues
associated with expert systems. We have covered
these issues in a general and simplistic way. There
is a danger here that the reader may underestimate
the technicaldifficulties involved in building expert
systems. These difficulties cannot be overstated.
Webegin in chapter 1 by giving a generalintroduc-
tion, placing expert systems in context and explain-
ing the reasons for recent developments.
Chapter 2 then outlines the main features of expert
systems, gives a summary ofprincipal expert systems
developed by 1983 and describesin detail four major
systems that represent the current state of the art.

Next, in chapter 3, we review experience of users
with expert sytems and look at recent development
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work by major suppliers of expert systems.
In chapter 4 we discuss potential application areas.
The contents of this chapter can be used to help iden-
tify potential expert system applications and to
estimate development costs.
In chapter 5 welook to the future and describe thedevelopmentsthat needto take place before expertsystems can makea significant impact on the com-mercial world. We then assessthelikelihood of thesedevelopments taking place in the next five years.
Finally in chapter 6 we provide a concise set ofguidelines for companies wishing to explore thepotential for expert systems.
The comprehensive glossary at the endof the reportwill help guide the reader through the maze of newjargon and terms.
For the reader who wishes to study the subject indepth, the bibliography provides a guide to currentliterature.
Approachto the research
Overthe past year the computer press has given ex-tensive coverage to expert systems. Someofthis in-formation was factual, some interpretive, but mostof it contained views and opinions. We decidedtherefore to concentrate our research on discussionswith individuals who had direct experience of expertsystems development or use. Discussions were heldwith over 20 leading experts in this field, includingthose listed below:
Dr Gerald Barber, Institut National de Recherche EnInformatique et Automatisme (INRIA), B.P 150 78150,Rocquencourt ,France. Telephone: 3331 954 9021
Dr Mike Barratt, SPL International Research Centre,The Charter, Abingdon, Oxfordshire, England.Telephone: 0235 24112
Dr Richard Duda, Head of Expert Systems FairchildCamera and Instrument Corporation, 4001 MirandaAvenue, Palo Alto, USA. Telephone: 415 857 1501
Dr John Fox, Imperial Cancer Research Fund,PO Box 123,Lincoln's Inn Fields, London, England.Telephone: 01 242 0200
Alex Goodall, Expert Systems Ltd, 9 West Way,Botley, Oxford, England. Telephone: 0865 242206
David C Hawkins, Racal Expert Systems, 21 JubileeWay, Chessington, Surrey, England. Telephone: 01397 5281
Brian Johnson, BL Advanced Systems Technology,Grosvenor House, Prospect Hill, Redditch, Worcs.,England. Telephone: 0527 64274

Dr Karen Sparck Jones, Computer Laboratory,University of Cambridge, Corn ExchangeStreet, Cam-bridge, England. Telephone: 0223 352435
Peter Jones, Tymshare UK, Brettenham House, Lan-caster Place, London, England. Telephone: 01 3797822
Dr S Jerrold Kaplan, Vice President, BusinessDevelopment, Teknowledge Inc, 525 UniversityAvenue, Palo Alto, USA. Telephone: 415 328 4870
Dr T Kehler, Vice President and Director of AppliedArtificial Intelligence, IntelliGenetics, 124 UniversityAvenue, Suite 300, Palo Alto, USA. Telephone: 415493 7250
Professor Frank Land, Department of ComputerScience, London School of Economics, England.Telephone: 01 405 7686
Professor John McDermott, Department of ComputerScience, Carnegie-Mellon University, Pittsburg, Penn-sylvania 15213, USA. Telephone: 412 578 2000
Professor Donald Michie, Machine IntelligenceResearch Unit, University of Edinburgh, Hope ParkSquare, Meadow Lane, Edinburgh, Scotland.Telephone: 031 667 1011
Steve Owsianka, CCTA, Riverwalk House, 157-161Millbank, London, England. Telephone: 01 211 5940
Barry Parker, ISIS Systems Ltd, 11 Oakdene Road,Redhill, Surrey, England. Telephone: 0737 71327
Sal Pinto, Mars Group Services, 132-133 Fairlie Road,Slough, Berkshire, England. Telephone: 0753 30721
Gerry Piper, International Computers Limited, Fair-view Road, Stevenage, Herts., England. Telephone:0438 56111
Gordon Scarrott, Independent consultant, 34Parkway, Welwyn Garden City, Herts., England.Telephone: 070 73 23073
Dr Read Smith, Schlumberger-Doll Research, OldQuarry Road, Ridgefield, Connecticut, USA.Telephone: 203 431 5508
Dr MarkStefik, Palo Alto Research Centre, Xerox Cor-poration, 3333 Coyote Hill Road, Palo Alto, USA.Telephone: 415 494 4012
Professor Lofti Zadeh, Computer Science Division, -University of California, Berkeley, California 94720,USA. Telephone: 415 642 6000
Professor Gian Piero Zarri, Centre National de laRecherche Scientifique (CNRS), Laboratorie Infor-matique pourle sciences de I'Homme, 54 BoulevardRaspail, 75270 Paris, France. Telephone: 331 5443849
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In this chapter we begin by establishing thehistorical
and technical background of expert systems, plac-
ing them in the context ofartificial intelligence. Next
we describe what an expert systemis, looking at the
sametimeat two closely related subjects: knowledge
engineering and heuristics. We then examine a topic
which is fundamental to expert systems — that of
inexact reasoning — introducing terms such as Baye-
sian probability, certainty factors and fuzzy logic. The
discussion leads from a general explanation of the
main componentsto a description of their rolein fifth-
generation computer systems.

ARTIFICIAL INTELLIGENCE AND EXPERT
SYSTEMS
Artificial intelligence is concerned with enabling com-
puters to mimic the characteristics that make peo-
ple seem intelligent. That statement raises the ques-
tion of what is meant by humanintelligence. Attemp-
ting to define humanintelligence is of doubtful value,
at least in the context of this report, becauseofits
difficulty. What we can sayis that intelligence ap-
pears to be an amalgam of many different infor-
mation-processing and information-representing
capabilities. (Informationitself, of course, is communi-
cated knowledge.)Intelligence includes manyabilities
— to reason, toinfer, to theorise, to prove, to acquire
knowledge, to apply knowledge, to pursue, to com-
municate ideas, to learn, and finally to teach.
The central goals of researchinto artificialintelligence
are to make computers moreintelligent, and so more
useful, and to understand the principles which make
intelligence possible.
Artificial intelligence began to becomeanactivefield
of research within computer science (or possibly half-
way between computer science and psychology) in
about 1955. Sincethat time, the study ofartificial in-
telligence has embraced a wide range oftopics,in-
cluding problem solving, theorem proving, gameplay-
ing, pattern recognition, search methods, heuristics,
linguistics (syntax and semantics), learning and
teaching.
Early on, researchersin artificial intelligence came
to the conclusion that traditional mathematical techni-
ques would not be suitable for their work. Richard
Duda, head of expert systems at Fairchild Camera
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and Instruments Corporation, when interviewed by
our researcher said:
“There are very strong limits on what numerical
methods can do.It is just unthinkable to use an opera-
tional research method for recognising continuous
speech, it is just not appropriate.”
Symbol systems, which manipulate collections of
symbolic structures, were considered to be more
suitable for encoding intelligence-exhibiting pro-
cesses.
One direct result of this was the developmentin the
early 1960s by John McCarthy of Massachusetts In-
stitute of Technology (MIT) of the LISP language. LISP
is a computer language designed for manipulating
symbolic expressions in a recursive way. It enables
researchers to encode and to explore intelligence-
exhibiting processes. Since the 1960s LISP has gone
on to become the prime language of artificial in-
telligence in North America.It is used in the imple-
mentation of many expert systems.

Artificial intelligence research was almosttotally ex-
ploratory in the early years. Researcherstried to ex-
plore possibilities rather than produce results.
Because of the open-ended work on seemingly in-
tangible problems, artificial intelligence became
isolated and unpopular within the computer science
fraternity. But as years went by researchers came
under increasing pressureto deliver practical results.
The pressure came both from within the academic
world and from outside sponsors(such as the United
States government).

In the mid-1960s, a new school of thought arose
within artificial intelligence, led by Edward Feigen-
baum. Feigenbaum suggested several reasons why
artificial intelligence was not making reasonable pro-
gress. The problemsbeing addressed weretoolarge
and too vague,and they involved too many unknowns
and too many interactions. Feigenbaum believed that
a more useful application of artificial intelligence
techniques would beto specific problems. His view
wasthat a carefully chosen specific problem would
provide sufficient complexity to make research mean-
ingful and interesting. Furthermore, the development
of new ideas or techniques would be applicable to
other specific problems. In time, the specific solutions
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and techniques could find applicability to more
general problems.
Feigenbaum’s approach, to reduce problems to a
manageable size, did not immediately generate en-
thusiasm within the artificial intelligence community.
His work was regarded as uninteresting by manyresearchersin this field. But the Stanford HeuristicProgramming Project (HPP), led by Feigenbaum, wasresponsible for the development of a significantnumberof expert systems, and has probably con-tributed more than any other single project to thecredibility of artificial intelligence. The systemsdeveloped by the HPP include DENDRAL, MYCIN,MOLGEN, PUFF and UNITS,all of which are des-cribed in chapter 2.
At Stanford University most of the work wascarriedout in narrow well-defined areas of medicine andchemistry. Among the reasonsforthis were that mostof the information wasavailable in publications; therelevant experts wereoften university staff: and publicfinancing was available.
At Carnegie-Mellon University, development work wasmore commercially orientated. With collaboration andfinancial support from Digital Equipment Corporation,the R1 system was developed(a detailed descriptionis given on page 19). A pragmatic approach was usedto avoid some of the more difficult problems asso-ciated with expert systems.
The development of the PROLOG programminglanguageis the most exciting innovation to come fromEurope. It is based on work done by R Kowalski, in-terpreting what is known as ‘“‘Horn clause predicatelogic’, although the language concept wasfirstdeveloped and implemented by A Colmeraner’sresearch group at the University of Aix in Marseilles.PROLOGis described on page 13.
According to Buchanan (see reference 1), allresearchintoartificial intelligence is relevant to theunderstanding and constructing of expert systems.His view is that expert systemswill continue to beseverely constrained until we understand better howto represent many concepts that have been centralto artificial intelligence research for over 20 years.This may not be achieved in the next 20 years.

WHATIS AN EXPERT SYSTEM?
It is a characteristic of immature fields of scientificresearchthat the specialists are unable to agree ona definition of their chosen field. The study of expertsystemsis no exception. A typical expert system isillustrated in Figure 1.1.
This figure illustrates how expert knowledgeis ac-guired from two sources: human experts, anddatabases of facts and figures (such as text books,reference books and handbooks). Needless to Say,

 

Figure 1.1 Components of an expert system
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the quality and usefulness of an expert system isdirectly proportional to the quality and the organisa-tion of the knowledge acquired. Figure 1.1 alsoillus-trates three key componentsof an expert system: theknowledge base, inference engine and explanatoryinterface.
Definition of expert systems
For the purposesofthis report we have adopted thefollowing working definition:
“An expert system is a computer system containingorganised knowledge,both factual and heuristic, thatconcerns some specific area of human expertise; andthat is able to produceinferences for the user.”
It is instructive to compare our definition with threeothers, which are typical of the many definitionsavailable. Thefirst has been proposed by the BritishComputerSociety’s Specialist Grouponthe subject:“an expert system is regarded as the embodimentwithin a computerof a knowledge-based component,from an expert skill, in such a form that the systemcanofferintelligent advice or take an intelligent deci-sion about a processing function. A desirable addi-tional characteristic, which many would considerfun-damental, is the capability of the system, on demand,to justify its ownline of reasoning in a mannerdirectlyintelligible to the enquirer. The style adopted to at-tain these characteristics is rule-based program-ming.”
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The secondtypical definition is due to Bramer(see
reference 2): ‘‘an expert system is a computing
system which embodies organised knowledge con-
cerning some specific area of human expertise, suf-
ficient to perform as a skilful and cost-effective
consultant.”’
The third typical definition has been noted by Jones
(see reference 3): ‘‘an intelligent knowledge-based
system (of which expert systems are a sub-class) is
a system for carrying out a single task, but a taskof
sufficient complexity to imply working with large, in-
complete, uncertain or rapidly changing knowledge;
with tentative inference proceduresfor exploiting this
knowledge in reacting to variegated and unreliable
inputs.”
Thesethree typical definitions have the merit of be-
ing somewhat more explicit than our own, but also
the disadvantage of being rather more unwieldy.

DEFINITION OF TERMS
There are a numberof terms associated with expert
systems that appear continually in the press and in
other publications. In the main these terms have
originated from within the world of artificial in-
telligence. It is helpful to define them at this early
stage. We will discuss some of these terms in more
detail later in the report.(A full list of terms and defini-
tions appearsin the glossary at the end of the report.)

Backward/forward chaining
These terms are used to describe alternative control
strategies used by the reasoning mechanism (in-
ference engine). In forward chaining, the program
starts by satisfying a set of conditions, then moves
forward towards some(possibly remote) conclusion.
In backward chaining, the program starts by assum-
ing a conclusion or goal, then works backward try-
ing to satisfy all the conditions leading to that goal.

Bayesian probability
A probability theory exploiting the elementary
theorem knownas Bayes’rule. This rule establishes
a numerical relationship between a hypothesis and
observed evidence.

Empty shell
This term (which has its roots in Empty MYCIN,
EMYCIN) describes a generalised expert system
package emptied of its knowledge. It providesa struc-
ture or framework for a designer to build a new
knowledge base. The emptyshell also provides the
inference mechanism, together with its pre-
determined control strategy.

The Butler Cox Foundation
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Fuzzy logic
A methodfor handling inexact information by attemp-
ting to quantify non-numeric (value) judgements.
Fuzzy logic deals with the rules of manipulating fuzzy
sets which are sets of values corresponding to a
logical statement called a fuzzy proposition, for
example:
The logical statement: X is a large numbercould cor-
respond to the fuzzy set:
(Xe (0,10), .1) — the probability of x being a value

between 0 and 10 is .1
(Xe (10,1000), .2) — the probability of x being a

value between 10 and 1000
is .2

(X> 1000, .7) — the probability of x being larger
than 1000 is .7.

Heuristics
The term heuristics describesthe informal, judgemen-
tal knowledge of an application area that constitutes
the “‘rules of good judgement”’ in the field. Heuristics
also encompass the knowledge of how tosolve pro-
blemsefficiently and effectively, how to plan steps
in solving a complex problem, how to improve per-
formance, and soforth. This type of knowledge has
typically been accumulated by expertsin the field and
represents. their experience.
Horn clause sub-set of predicate logic
Horn clause sub-set of predicate logic is used as a
basis for the PROLOG logic programming language.
Horn clauses, namedafter Alfred Horn, are used to
express information in a way that can be used to
solve problems. A Horn clause sentenceis either a
simple assertion, such as “‘John likes Mary”, or an
implication such as ‘‘Mary likes X if X likes Mary”
(Mary likes anyone or anything wholikes her.)
Inference engine
The problem-solving algorithm, orrule interpreter, and
its method of applying to the problem the relevant
knowledge in the knowledge base.

Knowledge base
A database of knowledge in which both facts and
heuristics are represented asindividual elements of
knowledge about a particular field (domain).
Knowledge engineering
Knowledge engineering is the process of building a
specific expert system by assembling the requisite
knowledge. The process is concerned with represen-
ting knowledgein such a waythat it can be used by
a system, and be meaningfulto a user. Knowledge”
engineering is also concerned with acquiring and
testing knowledgeto ensurethatit is, in the context
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of a given problem, both internally consistent and
complete.
List processing language
Used to manipulate strings, rather than characters,
and to managetheir storage.
Pattern matching
The process of matching the conditions that the pro-gram needsto satisfy with the data available in thedatabase (or supplied interactively by the user).
Predicate calculus
A widely studied formal language of symbol struc-tures. Someofits concepts are relevant to symboliccomputing and are usedfor defining structures andthe relationships betweenthings. Predicate calculusalso allows for functions and logical connections.
Production rule
A common approach to representing the domainknowledge neededfor an expert system. Also calledan IF-THENrule or alternatively a situation-action rule.A productionrule states thatif a certain kind of situa-tion arises, a certain action can betaken.
Symbol
A string of characters such as Apple, Table, Five,3.14159, etc.
Symbolstructure
A type of data structure containing symbols (alsoknownasa list structure). A symbolstructure can beused to represent information and is especially usefulwhenthe information is not numeric. For example:
(ON BLOCK 1 BLOCK 2) meansthe item defined asBLOCK1 is on top of item BLOCK 2

(PLUS 5 S) means add 5 to S
(PART-OF E D) meansE is part of D.
Expert systems compared with conventionalsystems
As our working definition indicates, an expert systemiS a computer system that enables a user to applythe knowledge of an expert (both factual andheuristic) in a narrow well-defined field, to a given pro-blem. Some conventional computer systems,however, could be said to fit that description. One ex-ampleis a financial forecasting system written in afinancial modelling language bya financial specialistthat can be used to makeforecasts in the face ofuncertainty. Yet the financial system is clearly not anexpert system in the true sense. The differences bet-weenthe twoaresetoutin Figure 1.2.
A note of warning: The term expert system issometimes applied to general artificial intelligentlanguages such as LISP and PROLOG. That is er-roneous,and is equivalent in conventional computersystems to referring to COBOL as an applicationpackage.

INEXACT REASONING
Oneof the key differences between a conventionalcomputer system (suchasfor payroll processing) andan expert system (such as MYCIN whichis used inmedical diagnosis)is that an expert system makesuse of inexact reasoning. Inexact reasoning can beillustrated by MYCIN. If a blood test with the agentX indicates a positive reaction, then MYCIN con-cludes (and advises the user) thatit is likely (with a.75 certainty) that the patient suffers from disease Y.Expert systems handle inexact reasoning in three
 Figure 1.2 Differences between conventional systems and expert systems  
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A single input goes through ato produce a correct output

single mechanism or algorithm
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given to the user about why aParticular output (except throughProgram trace in debugging
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main ways — by Bayesian probability, certainty fac-
tors and fuzzy logic.

Bayesian probability
Bayesian probability is a statistical approachto in-
exact reasoning. It is based on deriving probabilities
of events from odds-in-favour ofprior related events.
So it depends onthe availability of sufficient statistical
data to calculate the oddsin favour, and also on the
independence of that data. Data from observations
is collected and analysed to derive these probabilistic
values. By way ofanillustration, consider a medical
diagnosis. The symptomsandlaboratory tests of peo-
ple suffering from certain diseases are recorded.
From these records, the odds-in-favourof a particular
disease occurring may be calculated for certain com-
binations of symptoms and test results. The
calculated factors relating the observations to possi-
ble diseases can be built into the knowledge base.
The end result is that, in the case of a single patient
showing certain symptomsandtest results, the con-
ditional probability that the cause is disease X can
be calculated.

The main difficulty with Bayesian probability is the
large amount of data that is required to determine
all the conditional probabilities. Further problems are
raised by the need for assumptions about the in-
dependence of the observations.

Certainty factors
An alternative approach to inexact reasoning has
been developed by Shortliffe at Stanford University.
It is called the method of certainty factors, and it is
this method that is used in MYCIN (see description
in chapter 2). The principle behind the methodof cer-
tainty factors is that experts provide an assessment
of a ‘belief’ that a particular hypothesis is true,
together with a separate ‘disbelief’ that the hypothesis
is true. Both the belief and the disbelief factors are
valued in the range 0.0 to 1.0. Surprisingly, the belief
factor is not usually equal to 1.0 minus the disbelief
factor, because of the nature of the conditional cir-
cumstances that are involved.

For example, a hypothesis involving certain symp-
toms and test results could cause the experts to
record a belief factor of .95 that disease X is present.
Essentially, this means that the experts are 95 per
cent certain that those symptomsindicate disease
X. The same experts, on the same occasion, could
legitimately record a disbelief factor of 0.2 — in-
dicating a 20 per cent certainty of some other
disease. The certainty factor is simply computed as
the difference between belief and disbelief: 0.95
minus 0.20 = 0.75. In other words, given the symp-
tomsandtest results, there is a 75 per cent chance
that the patient has disease X.
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Acommon objection to the method of certainty fac-
torsis thatit has the formality of Bayesian probability,
without that method's rigorousscientific and mathe-
matical basis.
Fuzzy logic
Fuzzy logic wasfirst developed by Lotfi Zadeh at the
University of California at Berkeley in 1965. The prin-
ciple behind fuzzylogic is that most human reason-
ing is not only inexact, but non-numerical as well.
Many values are expressed as qualifications rather
than quantifications. Thus a person may be generally
agreedto be verytall, interest rates to be moderately
high and so forth. Fuzzy logic enables such qualifi-
cations to be translated into quantifications for analy-
sis and manipulation.
For instance, consider the case in which inferences
need to be drawn depending on the humanattribute
of ‘‘tallness’’, but where the actual measurementin
heightis not readily available. First, an analysis is re-
quired to map betweenthe height of people in a given
population and a quantified measure of tallness. Of
course, many non-numerical attributes are subject to
national, cultural and other differences. Thus a tall
Japanese may appear short to a Norwegian. Figure
1.3 shows a mappingfunctionfortallness that is valid
in Western Europe. There is a 67 per cent chance
that a male adult 1.8m in heightwill be considered
tall in Western Europe. Thusif our input to a system
is ‘very tall European male’’ the system using its
fuzzy set can correlate this qualification to a likely
height in metres.
Zadeh now contendsthat no expert systems can be
built without using fuzzy logic. Others disagree. On
 

Figure 1.3 Fuzzy logic: the likelihood of an adult male
being regarded as tall in Western Europe
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the one hand,they accept the need for encapsulatingnon-numerical reasoning. But at the same time theycontendthat a similarly viable and usefulset of rulesand results can be achieved through a combinationof numerical processes (such as Bayesian probabilityor certainty factors) and iterative trial-and-error pro-cessesinvolving an expert from whom the necessaryknowledge is acquired. Clearly inexact reasoningdoes not yet have a sound theoretical foundation.

JAPAN AND THE FIFTH GENERATION
In October 1981, the Japanese announcedthat theywere embarking on a fifth- generation computersystems project. The project is planned to run forabout 10 years and to result in commercially viableproducts by the mid-1990s. Thelogic of the term “fifthgeneration” is thatit represents a significant advanceover what has gone before.

 
Figure 1.4 Conceptual representation of the Japanese fifth generation computer system
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Fifth-generation computing incorporates the prin-
ciples of artificial intelligence since, in future, non-
numeric data processing will play a more important
role in information processing. Three years of study
by the Japanese Government, industry and research
organisationsled to this very ambitious programme
which aims to achieve worldwide leadership for
Japaneseindustry in information technology. The ap-
proach has been to start almost with a blank sheet
of paper and re-think the conventional computer
design philosophy. This approach was adopted
because the research and developmenttargets of the
programme cannot be handledwithin the framework
of conventional computer systems.
In his presentation to the Pergamonstate of the art
conference on Japan andthefifth generation (see
reference 4) Moto-Oka saysthat the functions of the
project may be roughly classified as follows:
—Problem-solving and inference.
—Knowledge-base management.
—Intelligent interface.
These functionswill be realised by making individual
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software and hardware systems correspond. The
Japanesefifth-generation project plans to combine
research on very large scale integration (VLSI),
parallel processing, pattern recognition, logic pro-
gramming and knowledge-based systems.
Figure 1.4 showsthe basic conceptualstructure of
the Japanesefifth generation computer system.
Twoyearsafterits inception, the fifth generation pro-
ject continues to attract attention from academia and
industry, and from both the computer and the general
business community. There is a difference of opinion
over whether the aims and direction are realistic or
misguided, and whether the Japanesecall for inter-
national co-operation is genuine, or merely a means
of acquiring expertise quickly and relatively inexpen-
sively.
Without doubt, the project has generated newinterest
in and awarenessofartificial intelligence systems.
In turn, this interest has spurred efforts in North
America and Europe to put more emphasis into
researching and developing expert systems. This may
well be beneficial for information technology and
society.



CHAPTER 2
FEATURES AND EXAMPLES OF EXPERT SYSTEMS

Having introduced in chapter 1 the subjects of ar-tificial intelligence and expert systems, we turn nowto a more detailed discussionof expert systems. Webegin by setting out the distinguishing characteristicsof expert systems. Next we look at expert systemstructures, and at two main languages — LISP andPROLOG. Then we summarise the features of 41 prin-cipal systems that are in existence today, anddescribe four of them in detail.

CHARACTERISTICS OF EXPERT SYSTEMS
In chapter 1 we defined an expert system as a com-puting system embodying organised knowledge aboutsomefields of human expertise in both heuristic andfactual forms, and capable from that knowledge ofproducing useful inferences.
Expert systems differ from conventional computerprogramsin a variety of ways. A conventional pro-gram is an integral unit. The whole is determinedanalytically in advance. In contrast, the knowledgebase of an expert system normally contains piecesof knowledge that are independent of each other.Each piece can be altered separately. This is an im-portant, if somewhatimprecise, characteristic of ex-pert systems. We canidentify eight common charac-teristics of expert systems that set them apart fromconventional computer systems.
Explanation facility
Manypeople involved with expert systems agree thatthe mostsignificant distinguishing characteristic ofan expert system is its explanation facility, sometimesknownasits ‘‘human window”. Most expert systemsdesigned today can explain their ownline of reason-ing. They can answer queries posed by the user,either during or at the end of a question-and-answerSession. The form of user query can be WHY (are youasking mefor this information), or HOW (was someparticular conclusion reached). User queries of boththe WHY and HOWform areillustrated in Figure 2.1.
Facts and heuristics
The performance level of an expert system is pri-marily a function of the size and quality of the know-ledge base that it possesses. The knowledgerepresented in the knowledge baseconsists of bothfacts and heuristics about the application area (called

the domain). An important distinguishing feature ofan expert system is the inclusion of heuristics. Theyare rules of good judgement — the commonsense,informal, judgemental knowledgeof actions to takewhena Situation arises.
Extendable knowledge base
The knowledge base of an expert system can beeasily extended or modified. Knowledgeis represen-ted in the knowledgebase asa collection of individualand independentpiecesof fact and heuristic. Any oneof these pieces can be changed, or pieces removed
 

Figure 2.1 Explanation facility
Thefollowing fragmentof dialogue between the user and MYCIN-TEIRESIASis an example of the system's explanatory capabilities.The dialogue begins with a question from MYCINto the user. Afterach question askedby the user, TEIRESIAS Prints an explanationofits understanding of the meaning of the question as a meansof avoiding any possible misunderstandings.MYCIN:Is the patient's illness with ORGANISM-1 a hospital-acquired infection?
USER: WHY(WHYisit important to determine whether or notthe infection with ORGANISM-1 was acquired while the patientwas hospitalised?)
TEIRESIAS: [1.0] This will aid in determining the category ofORGANISM-1.
It has already been established that[1.1] the gram stain of ORGANISM-1 is gramneg, and[1.2] the morphology of ORGANISM-1 is rod, and[1.3] the aerobicity of ORGANISM-1 is facultativeTherefore,if
[1.4] the infection with ORGANISM-1 wasnot acquired while thepatient was hospitalised then thereis strongly suggestive evidence(.8) that the category of ORGANISM-1 is enterobacteriaceaeAlso: there is weakly Suggestive evidence(.1) that the identity ofORGANISM-1 is Pseudomonas-aeruginosa[RULE 37]USER: HOW 1.3 (HOWwasit established that the aerobicity ofORGANISM-1is facultative?)TEIRESIAS: The following were used:[3.1] RULE 27indicated thereis strongly suggestive evidence(.8)that the aerobicity of ORGANISM-1 is facultative[3.2] RULE 27 indicated thereis weakly suggestive evidence (.2)that the aerobicity of ORGANISM-1 is anaerobicSince this gave a cumulative CF of (.8) for facultative, and (.2)for anaerobic, it has been established that the aerobicity ofORGANISM-1is facultative.USER: WHY DIDN'T YOU CONSIDER STREPTOCOCCUSAS APOSSIBILITY FOR ORGANISM-1?TEIRESIAS:Thefollowing rule could have been usedto determinethat the identity of ORGANISM-1 was streptococcus: RULE 33But clause 2 (‘the morphologyof the organism is coccus’) wasalready knownto be false for ORGANISM-1 , SO the rule was nevertried.
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or added, with no great impact on the remainder of
the knowledge base. This contrasts with the tradi-
tional procedural program, where a small change to
the logic can have serious effects on the system.
Processing logic in the knowledge base
In most expert systemsthe processinglogic is an in-
tegral part of the knowledgebase. The facts and the
rules are sufficiently comprehensive normally to con-
tain all the information that is logically required to
make any decision. All the reasoning mechanism (in-
ference engine) doesis to ensurethat relevant facts
and rules are retrieved at the right time. In a tradi-
tional computer system, the processing rules(logic)
are embodied in the program andthe datais held in
a separate store.
Inference engine
The reasoning mechanism of an expert system, which
is known as the inference engine, is separate from
the knowledge base. The inference engine inteprets
the knowledge base and so is sometimes also known
as the ‘rule interpreter’. The inference engine tests
the individual rules or pieces of knowledge by pat-
tern matching, activating them whenthere is a match.
The rule interpreter uses a predetermined control
strategy for searching through the rules and deciding
which rules to apply (‘enabling’ the rules).

Question-and-answer session
The searchis normally carried out through a question-
and-answer (consultation) session. The system can
ask the user for guidanceor for further information
whenit is unable to deduce the next step. Moreover,
the expert system is able to explain its ownline of
reasoning. This is why the userinterface is so impor-
tant, and why so mucheffort (up to 80 per cent of
development time in some cases) goes into the
design of the user interface.
Domain expertise
Most of the serious applications of expert systems
to date are designed to be used by, andto benefit,
people who are experts in the field (domain). This is
because the consultation session relies on the user
having a highly developed understanding of the sub-
ject matter. The reason for this is that many of the
questions call for a judgemental answer. Only a per-
son knowledgeablein the field (called a domain ex-
pert) and familiar with the domain’s assumptions and
ambiguities, is able to place in contextthe final sug-
gested solution, or the advice or answeroffered by
the system.
Plausible solution
A typical expert system providesits user at the end
of a consultation session with a possible or plausible
solution to the problem posed at the outset. Rather
than being presented in the form of a definite answer,
the solution takes the form of advice to the user. The
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solution may not beright. But it is morelikely to be
right than other plausible solutions. It is the outcome
of deduction involving both the facts and the
heuristics stored in the knowledge base.

STRUCTURE OF EXPERT SYSTEMS
Feigenbaum has described the commonstructure of
an expert system (see reference 5) as follows: ‘‘the
basic structure of an expert system normally consists
of a knowledge base and an inference procedure. The
knowledge base contains the facts and heuristics.
The inference procedure consists of the processes
that work over the knowledgebaseto infer solutions
to problems,to do analyses, to form hypotheses and
so forth. In principle, the knowledge baseis separable
from the inference procedure’’.
A typical expert system normally has (in addition to
the knowledge base) a working memory for keeping
track of the status of the problem, for inputting data,
and for recording the relevant history of what has
been doneso far. The structure of an expert system
is outlined in Figure 2.2.
 

Figure 2.2 Structure of an expert system
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Knowledge base
The knowledge baseis a database of knowledge in
which both facts and heuristics are represented as
individual pieces of knowledge abouta particularfield
(domain).
The use of heuristics is a characteristic of expert
systems. The heuristics relate to the specific domain
in question. They are acquired from domain experts
— people whoare expertsin the field. They are rules
of good judgement which will be used to produce an
effective and efficient solution to a problem. This
knowledge, together with facts about the domain,is
normally organised and represented in the knowledge
base.
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In his article “Expert System” (reference 6), Michie
States: “Expert systems are not, and owing to thecomplexity of their tasks cannotbe, either procedure-drivenin the ordinary senseor data-driven, althoughthey canall be fairly described as database-driven.
The great bulk of the database, however, is typicallymade upof rules which are invoked by pattern-match-ing with features of the task-environment and whichcan be addedto, modified or deleted by the user. Adatabase of this special type is ordinarily called aknowledge base, andits existence determines thatthere are three different user-modes for an expertsystem in contrast to the single mode (gettinganswers to problems) characteristic of the morefamiliar type of computing:
—Getting answers to problems (useras client).
—Improving or increasing the system’s knowledge(user as tutor).
—Harvesting the knowledge base for human use(user as pupil).””

The best form of representing knowledge in theknowledge baseis open to question. The topicis stillbeing debated andis the subjectof active research.The most commonapproach, however,is to encodethe knowledgein a declarative form (which comprisesa modular set of rules) rather than ina proceduralform (in the form of procedures and functionsin aparticular programming language). The declarativerules take the form of “IF — THEN” or“situation —action’, and are sometimescalled production rules.A production rule demandsthatif a certain situationarises, a certain kind of action should be taken. Pro-duction rules taken from three sample expert systemsare illustrated in Figure 2.3.
In general, production rules of the sort shown inFigure 2.3 represent ‘‘chunks”’ of knowledge abouta particular domain. Most existing rule-based systemscontain hundredsof rules. Feigenbaum says in hisarticle “Knowledge Engineering for the ’80s’’ (seereference 5): ‘'the performance level of an expertsystem is primarily a function of the size and qualityof the knowledgebasethatit possesses’’. The pro-cess of building the knowledge baseis currently apainstaking and lengthytask. Highly trained computerscientists work with domain experts in an attempt torepresent organised heuristics. This process tendsto be an iterative, incremental one of encodingheuristics into rules. Evenafterinitial implementation,continuous refinement of the knowledge base isundertaken to improve the performance of thesystem.
DEC’s Ri system for configuring VAX hardwaresystemsillustrates the point. From its original 500rules, the knowledge base of R1 has grownto 2,500rules. As Feigenbaum hassaid, “the problem of
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knowledge acquisition is the critical bottleneck pro-blem in artificial intelligence’.
Inference engine
In addition to the knowledge base containing rules,a mechanism is needed for manipulating the rules toform inferences, to make diagnoses and so forth. Inorder for a system to reason, it must be ableto infernew facts from what it has been told already. Therules have the following general form:
IF: antecedent , antecedent, ....,
THEN: consequentwith certainty , consequent withcertainty , ...., consequent with certainty
The antecedents can be thought of as patterns thatcan be matched against entries in the database, andthe consequents as actions that can be performed(or conclusions that can be deduced) if all theantecedents match.
 

Figure 2.3 Typical production rules from three expertsystems
Production rule used by the R1 system to configure DEC’sVAX system
IF: the most current active context is assigning a powersupply,and a unibus adaptor has been put in a cabinet,andtheposition it occupied in the cabinet (its nexus)isknown,

and there is space available in the cabinet for a powersupply for that nexus,and there is an available power supply,andthere is no H7101 regulator available
THEN:add an H7101 regulatorto the order.
Production rule used by the MYCIN system for medicialdiagnosis
IF: the site of the culture is blood, andthe identity of the organism is not known with certainty, andthe stain of the organism is gramneg, andthe morphologyof the organism is rod, andthe patient has been seriously burned
THEN: there is weakly suggestive evidence (0.4*) that the identityof the organism is pseudomones.
(*The number0.4 indicates the degree to which the conclusionfollows from the evidence, on a scale of 0 to 1.)
Production rule used by the PROSPECTOR system in mineralexploration
IEe there is Hornblende pervasively altered to biotite
THEN: there is strong evidence (*320,0.001) for potassic zonealteration.
*Bayesian probability theory is used here to detérmine prob-abilities at each stage. The number320 indicates howsufficientthe evidenceis for establishing the hypothesisif the evidenceis,in fact, present. A larger value means greater sufficiency. Thenumber0.001 indicates the degree of necessity of the evidencefor establishing the hypothesis. A smaller value means greaternecessity. Both these numbers determine the adjustmentto bemadeto the current probability estimate of the hypothesis, in viewof the evidence.
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Most of the mechanisms needed for manipulating the
rules to form inferences can be regarded as a form
of theorem prover. However thereislittle common-
ality in detailed system architecture. Expert system
design is at present unique to the domain andto the
designer's approach. Different designers often use
different techniques to produceanefficient system.
Problem solving is carried out by searching through
all the possible solutions. But the numberof candidate
solutions is usually so great that an exhaustive search
is not feasible.

Two main approachesare used to overcomethe dif-
ficulties associated with search in complex problems.
Thefirst approachis to find ways to searchefficiently
through the logical alternatives (the search space).
The second approachis to find ways to transform a
large search space into smaller, more manageable
spaces that can be searchedefficiently.

A detailed discussion of search methods and control
strategies is beyond the scope of this report. In-
terested readers should consult reference 7. A sim-
plified explanation of the main strategies used is given
below.

Goal-driven control strategy (backward chaining)
A goal-driven control strategy, also called backward
chaining, means searching backwards from the goal.
In this type of search the system worksfrom goal to
sub-goal. Using the action side of the rules to deduce
the condition side, the system proceedsin a hierar-
chical search trying to satisfy all the conditions
necessary to meet the chosen goal. Each rule is
tested in turn. If the antecedentsfor a rule matchall
the existing facts in the database,the rule is applied
(‘fired’). lf an unmatched antecedentis encountered,
matching it becomes a new sub-goal, and the pro-
cedureis applied recursively. If there are no rules in
the knowledge base to establish the new sub-goal,
the system asksthe user for the necessary facts and
enters them in the knowledge base. The behaviour
of the system is therefore directly related to the goals
it is trying to achieve. The goal-driven, backward-
chaining strategy is also knownas top-down reason-
ing or consequent reasoning.

Data-driven control strategy (forward chaining)
A data-driven control strategy, also called forward
chaining, means searching forward after starting from
a given set of conditions. In forward chaining the sys-
tem simply scansthroughtherules until one is found
whose antecedents match assertions in the know-
ledge base. The rule is then applied, the knowledge
base updated, and the scanning resumed. This pro-
cess continues until either a goal state is reached,
or no applicable rules are found. The behaviourof this
strategy is directly related to the facts about the pro-

The Butler Cox Foundation
© Reproduction by any methodisstrictly prohibited

blems entered in the knowledge base, and the strategy
is known as data-driven, bottom-up, or antecedent
reasoning.

Bi-directional control strategy
To improvethe efficiency of the search, sometimes
both backward chaining and forward chaining are
used. This strategy is called bi-directional control
strategy and involves searching from both endsof the
knowledge base, and (hopefully) meeting somewhere
in the middle. Such combined search is applicable
to complex problems whenthe search spaceis large.

An example of a simple rule-based system
Wenow describe a simple expert system which was
built to demonstrate the backward-chaining pro-
cedure used in MYCIN. The system is rule-based —
the knowledge is encodedin situation-action rules.
The system includes 15 rules for identifying animals.
The knowledge baseis too small and too simple for
serious use but the system illustrates the back-
chaining inference process.

The network formed by the rules is illustrated in
Figure 2.4. The double-lined boxes are assertions or
conditions under test. The bold boxes and lines repre-
sent assertions that have been inferred to be true.

Thefigure illustrates the point in time at which the
program has selected the goal‘cheetah’ as a possi-
ble solution, and it has inferred the assertion “‘it is
a mammal” is true because the user provided the
facts that the creature has hair and gives milk. It is
now in the process of checking the assertion “‘it is
a carnivore’’.

Figure 2.4, overleaf, indicates that the creature does
not eat meat. But this is only an OR condition, so the
program checks whetherthe creature hasclaws(yes)
AND hasforward eyes; it is awaiting a response from
the user regarding the eyes. If the user answers
“yes’’, then the program will go on to checkif the
creature has pointed teeth. If the answer againis yes,
then the creature is inferred to be a carnivore. The
program will go on to check for.tawny colour, dark
spots and so forth.

On the other hand,if the creature neither has forward
eyes norpointedteeth, thenit is not a carnivore so
cannot be a cheetah. Underthese circumstances,the
inference engine would backtrackto try an alternative
goal — tiger, whichis the next goal in sequence —
as a possible solution. The progam would continue
in this way until either it achieves the goal, or it ex-
hausts all possible goals. In other words, the even-
tual outcomeof the back-chaining processis either
to identify one or moreplausible solutions,or to iden-
tify no possible solution.

11
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Figure 2.4 A backward-chaining inference mechanism
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(Source: Lewis, J. W. and Lynch, F. S., British Computer Society Technical Conference on Expert Systems, September 1982)

 

EXPERT SYSTEM LANGUAGES
Because knowledge can best be represented in theform of symbolic declarative expressions, the in-ference processis, in the main, a pattern-matchingprocessof symbols or lists. List processing languagesare therefore the natural software environment forbuilding expert systems.
Symbols and structures
In their discussion of physical symbol systems,Newell.and Simon (see reference 8) define a symbolas a physical pattern that can occur asa componentof a symbolstructure. Moreover, they regard a sym-bol structure as being composedof a numberof sym-bols related in some physical way, suchasbeing nextto each other. We believe that for simplicity it isusually sufficient to think of symbols as strings ofcharacters, and of symbol structures as a type of datastructure (called a list structure) containing symbols.The following character strings are examples ofsymbols:
Apple;Transistor-I3:Running;Five:3.14159
The following are examples of symbolstructures:
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(On Block | Block 2):(Plus 5 X),(Same-as (Father ofPete) (Father-of (Brother of Pete)))
One of the early contributions to computer-basedresearchin artificial intelligence was the invention oflist-processing languages for symbolic computation.These languagesprovide facilities for manipulatinglists, and facilities for Managing their storage. Ourdiscussion of symbols and symbol structures empha-sises how they can be used to represent knowledge.
Predicate calculus is a widely studied formallanguage of symbolstructures which can be used forrepresentation in a computer. An understanding ofpredicate calculus is an essential foundation forunderstanding the representation of knowledge andthe inferences that can be madefrom the knowledge.A detailed discussion of predicate calculus is beyondthe scopeofthis report but, nevertheless, we providea simpleillustration of its concepts.
Figure 2.5 showsa sketchof a table with some blocksonit. The figure also shows some symbolstructuresrepresenting the ‘information’ in the sketch. Thesesymbolstructuresare written in a syntactic variation(prefix format) of predicate calculus. They are made

iter Cox FoundationThe    
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Figure 2.5 Predicate calculus representation

Thisfigure showsa table with blocks onit anda predicate calcu-
lus representation for the information

A, B and C are defined as blocks: (IS — A A BLOCK)
(IS — A B BLOCk)
(IS — A C BLOCK)

D defined as table: (IS — A D TABLE)
F, G defined as table legs: (IS — A F TABLE-LEG)

(IS — A G TABLE-LEG)
E, F, G defined as part of D: (PART — OF E D)

(PART — OF F D)
(PART — OF G D)

Define the physical relationship (ON A D)
betweenthe items: (ON C D)

(ON BC)

Figure 2.6 LISP evaluation process of a symbolic (S)
expression, displayed as a flowchart

MeIS ST, NIL, OR RETURN S
A NUMBER?
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FORM? CERTAIN FUNCTIONS DO NOT,
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AND OTHERSTAKE A VARIABLE
NUMBER OF ARGUMENTS.

 
 

  
      EVALUATE THE
ELEMENTS OF THE
CDR OF S     
APPLY THE
FUNCTION
INDICATED BY THE
CAR OF S TO THE
EVALUATED
ARGUMENTS  
 

up of terms and predicate symbols. Terms are used
for the namesof things and predicates represent rela-
tions betweenthings. In Figure 2.5, A,B,C,D,E,F,G,
BLOCK, TABLE, TABLE-TOP and TABLE-LEG are
terms, and IS-A, PART-OF, and ON are predicate
names.Predicate calculus is a branch of logic and
simple predicates like those in Figure 2.5 are called
propositions or atomic formulae.

The LISP language
The LISP language is one of the standard vehicles
for encoding symbolic processes. Like other
languagesin its class, LISP is an invaluable aid for
processing descriptions. When weinterviewed Duda,
head of expert systems at Fairchild Camera and In-
strument Corporation, he emphasisedthis point with
the following words: ‘‘if you are going to do one of
these jobs (expert systems) you just cannotdoit in
Pascal. You would spendall your time fighting the
limitations of compilers and storage. So the artificial
intelligence people have invested aneffort in building
these nicer environments’.

The simple flowchart in Figure 2.6 helps to explain
what LISP can do with an expression that has been
entered.
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   RETURN THE RESULT

Note: T, NiL correspondsto true, false.
Note: CAR and CDR are basic symbol-manipulating functions.
Note: An atom is an S-expression whosevalue is storedin a table rather

than the result of some computation.

 

LISP is the main symbolic language used by
academies and commercial organisations in the
United States.

The PROLOG language
PROLOGis a declarative language based onlogical
relationships between objects.

PROLOG wasdeveloped andfirst implemented by
Alain Colmeraner’s research group in Marseilles. It
wasoriginally devised for the purpose of implemen-
ting a natural language question-answering system.
It is now based on Kowalski’s procedural interpreta-
tion of Horn clause predicate logic (see reference9).
PROLOGis a higher level language than LISP.
A PROLOGprogram canbe regarded simply as a col-
lection of statements of fact, called clauses. The

13
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appropriate clauseis selected by a pattern-matching
operation. Pattern matching is the sole data-
manipulation operation. PROLOG provides muchof
the inference machinery that in LISP has to be pro-
grammed by the expert system implementor. It is
claimed that PROLOGis mucheasier to learn than
LISP, that it is easier to use; and that the resulting
programsare clear, concise and readable.
PROLOGhas powerful goal-seeking and backward-
chaining mechanisms. The system hasits ownin-built
inference mechanisms. PROLOG,orat least the PRO-
LOG concept, has been chosen by the Japanese asthe core languagefor directly programmingthelogic
architecture of Japan’s proposed fifth generation
computer (see page 6).

A SUMMARYOFPRINCIPAL EXPERT SYSTEMS
The great majority of the principal expert systemsinexistence today have been developedin the UnitedStates, most notably by Stanford University’sHeuristic Programming Project (HPP). There is apredominanceof expert systemsin the medical andchemistry domains — a direct outcome of thepioneering effort at Stanford underthe leadership ofFeigenbaum (see references 10 and 11)!
In Figure 2.7 welist 41 of the principal expert systemsin existence today, showing for each system its name,its domain (application area), the principal resear-chers, a brief description and finally commentsonitsuse. Of the 41 entries on thelist, 22 are attributableto Stanford University, emphasising Stanford’sdomination of this field.

It is instructive to note that, of the 41 expert systemslisted in Figure 2.7, only one (R1) has hada genuinecommercial impact. R1 was developed as a col-laborative venture between Carnegie-Mellon Univer-sity and DEC for the purposeof configuring DEC’sVAX 780 computer system. When weinterviewedMcDermott of the Departmentof Computer Scienceat Carnegie-Mellon University in Pittsburgh, heclaimed that R1 is now repayingits initial investmentevery three months. The developmenteffort, how-ever, was based on sevenyears’ previous researchat Carnegie-Mellon. Apart from R1, other systemslisted in Figure 2.7 have provento be successful froma technical standpoint. PROSPECTOR, PUFF and theDIPMETER ADVISOR system areall notable in thisrespect. Butit is not yet clear what commercial suc-cess they have had, nor whetherin the future theywill repay the investment made to develop them.

DESCRIPTION OF FOUR EXPERT SYSTEMS
In this section we choose four of the 41 expert
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systemslisted in Figure 2.7, describing each of themin turn. The four are: DENDRAL, MYCIN, PROSPEC-TOR and R1. These systems represent the state ofthe art at the time of writing this report.

The DENDRAL system
DENDRAL was one of the first expert systemsdeveloped at Stanford University by Feigenbaum,Lederberg and others, as part of the Heuristic Pro-gramming Project. DENDRAL was designed fororganic chemists, to help them in generating possi-ble molecular structures of complex organic com-pounds from chemical formulae and mass spec-trogram data. Its function is therefore to assistorganic chemists to interpret data.

It is claimed that DENDRALrivals expert humanper-formance for a numberof molecularfamilies. Indeed,DENDRALisstill regarded by some people as themost successful expert system ever built. WorkStarted on DENDRALin 1965. A basic aim wasto useheuristic knowledgeto limit the search for solutions,which explains why DENDRAL is sometimes alsoknown as HEURISTIC DENDRAL.
DENDRALruns with what is known as a “plan,generate andtest’ control strategy. It first derivesthe necessary constraints on the molecular structure,then systematically generatesstructures that satisfythese constraints. Finally,it tests the proposedstruc-tures by predicting the mass spectrogram readings,rejecting those that disagree with the experimentalresults.
The knowledge basecontainsrules for deriving con-straints on molecular structure from experimentaldata, rules for predicting mass spectrogram readingsfrom structures, and a highly sophisticated procedurefor generating candidate structures to Satisfy theconstraints.
Originally, DENDRAL was custom-designed.As timewentby, the knowledge base changedsignificantly.Its designers foundthatlarge parts of the system hadto be rewritten. In an effort to avoid this, DENDRAL’sdesigners looked for ways to increase the rate oftransfer of expertise from chemists into the DEN-DRALsystem. An extension of the DENDRAL project,known as META-DENDRAL,aims to achieve thatthrough the inclusion of ‘‘higher-level’”’ rules, whichare used to examine data and to discover rules fordetermining molecular structures from mass spec-trometry data. Plausible rules arefirst generated froman analysis of experimental data. These rules are thenrefined. As a result, some new rules have beendiscovered and previously known ones successfullyrediscovered — all within a fixed and very limitedvocabulary.

The Butler Cox Foundation
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 Figure 2.7 Principal expert systems

 

 

 

Nameof
system or Application Principal
project area researcher(s) Brief description of system Comments

AGE Knowledge H. P. Nii A sophisticated system providing Used for building PUFF
| engineering N. Aiello the expert system designer with a

(Stanford H.P.P.) set of separate, interconnectable,
| pre-programmed modules for

implementing the knowledge base,
interpreter and database

ALIX Fault J. Reiter Diagnoses causes of automatic Developed into a domain-
| diagnosis (Intelligent shut-downsonoil production

Terminals Ltd./
University of

platforms
independent expert system
building tool

 

   
  
 

 

 

 

  
 

 

 

 

 

 

— | Edinburgh)
AM Mathematics D. B. Lenat Discovery of new concepts in

(Stanford elementary mathematicsH.P.P.)
BACON.4 Science P. Langley Discovers empirical scientific laws

G. Bradshaw
(Carnegie-
Mellon
University)

CASNET Medicine S. Weiss, Long-term management of
C. Kulikowski glaucoma
(Rutgers

| University)
CENTAUR Medicine J. S. Aikins Interprets pulmonary function test

(Stanford measurements from patients with
HERBS) lung disorders

CONCHE Science 1. H. Chisholm Anintelligent aide for scientific ‘Consistency Checker’
| D. H. Sleeman theory formation
(University of

| Leeds)
CONGEN Science R. E. Carhart Aids the structural chemist in ‘Constrained Structure

(Stanford H.P.P. finding possible molecular Generator’. Part of DENDRAL
/University of structures for an unknown project
Edinburgh) compound

CRIB Fault T. R. Addis Diagnosis of faults in computer
diagnosis (International hardware and software

Computers
Limited)

CRYSALIS Science E.A. Feigenbaum

|

Infers the structure of a protein
R. S. Engelmore |from a mapof electron density
(Stanford H.P.P.)

|

derived from x-ray crystallographic
| data

|

DART Engineering (Stanford H.P.P.)

|

Diagnosing hardware faults in Joint project with |.B.M.
computer systems. (Under
development.)

DIPMETER Geology MIT/ Inferring sub-surface geological
ADVISOR Schlumberger structures from oil well dipmeter

readings
DENDRAL Science E.A.Feigenbaum

|

Identification of organic compounds First expert system beganin
(HEURISTIC J. Lederberg by analysis of mass spectrograms 4965. Concerned with using
DENDRAL) B. G. Buchanan knowledge to limit search

et al. (StanfordH.P.P.)
EMYCIN Knowledge W.Van Melle A domain-independentversion of ‘Essential MYCIN’ (Used for

engineering (Stanford H.P.P.) MYCIN, usable for developing rule- PUFF, SACON, ONCOCIN etc.)
based consultation programs for

| manyfields
EXPERT Knowledge S. Weiss A system for designing and building

engineering C. Kulikowski models for consultation
(Rutgers
University)

GAMMA Science D. R. Barstow Interpreting gammaray activation
(Yale University) spectra     
 

The Butler Cox Foundation

Continued on next page

© Reproduction by any methodisstrictly prohibited 15



CHAPTER 2. FEATURES AND EXAMPLES OF EXPERT SYSTEMS

 

Figure 2.7 continued

 

 

 

 

 

 

 

 

 

 

 

 

  
 

 

   
  

al| Name of —system or Application Principal mSproject area researcher(s) Brief description of system Comments
GUIDON Education W.J. Clancey Case-method tutor designed to Exploits the MYCIN knowledge(Stanford H.P.P.)

|

improve a student's ability to baseto teach students bothdiagnose complex problemsin facts and problem-solvingmedicine and science Strategies
HEADMED Medicine J. F. Heiser Psychopharmacology advisor Constructed using EMYCIN (270rules)
INTERNIST Medicine J. D. Myers Diagnosis in internal medicine Caninvolve multiple instancesH. E. Pople of 500 different disease types(University of

Pittsburg)
LOGIN Engineering E.A. Feigenbaum

|

Developmentoftools toH. P. Nii complement or supplementsignal(Stanford H.P.P.)

|

processing programs (initially byadding geological information)
MACSYMA Mathematics

|

M.R.Genesereth

|

An automated consultant forAdvisor (M.LT.) MACSYMA(analgebraic
manipulation system)

MDX Medicine B. Chandra- Performs diagnosesrelated tosekaran cholestasis
(Ohio State
University)

METADENDRAL| Science B. G. Buchanan Induces rules for determining Part of DENDRALproject| (Stanford H.P.P.)

|

molecular structure from mass
spectrometry dataMOLGEN Science J. Lederberg Providesintelligent advice to aN. Martin molecular geneticist on theP. Friedland planning of experiments involvingM. Stefik et al the manipulation of DNA(Stanford H.P.P.)

MYCIN Medicine E. Shortliffe Diagnoses certain infectious (400 rules)(Stanford H.P.P.)

|

diseases and recommends
appropriate drug treatment

ONCOCIN Medicine E. Shortliffe Assists in the management of ‘Oncology Protocol ManagementA. C. Scott cancer patients on chemotherapy System’. Constructed using(Stanford H.P.P.)

|

protocols for forms of lymphoma EMYCIN
PROSPECTOR Geology P. Hart Aids geologists in evaluatingR. Duda (SRI mineral sites for potential depositsInternational)
PSYCO Medicine J. Fox (Imperial Diagnoses dyspepsia Experimental Production SystemCancer compiler(Initial application)Research Fund,

London)
PUFF Medicine J. C. Kunz Analyses results of pulmonary In routine use at Pacific Medical(Stanford H.P.P.)

|

function tests for evidence of Center Hospital, San Francisco.possible pulmonary function Constructed using EMYCIN (250disorder rules)R1 Computing J. McDermott Configuring the VAX/780 computer Development is known as XSEL(Carnegie- system
Mellon
University)

RAFFLES Fault T. R. Addis Diagnosis of faults in computerdiagnosis (International hardware and software
Computers
Limited)

RITA Knowledge R. H. Anderson Provides the user with a language ‘Rule-directed Interactiveengineering (Rand for defining intelligent interfaces to Transaction Agent’Corporation) external data systems
| RLL Knowledge R. Greiner Provides userwith a flexible set of ‘Representation Language| engineering D. B. Lenat facilities as a tool for building his Language’. (Developed from(Stanford H.P.P.) own knowledge representation UNITS.)  language    
16
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Figure 2.7 continued

 

 

 

 

 

 

  
   
 

    
Nameof
system or Application Principal
project area researcher(s) Brief description of system Comments

| RX Medicine R. L. Blum Derives knowledge about the
(Stanford H.P.P.) course and treatment of chronic

diseases from a database of
| patient information

SACON | Engineering J. S. Bennett Advises structural engineers in ‘Structural Analysis Consultant’.
R. S. Engelmore using the structural analysis Constructed using EMYCIN (170
(Stanford H.P.P.) program MARC. rules)

SECS | Science W. T. Wipke Proposes schemesfor synthesising
stated organic compounds

SUIX Engineering H. P. Nii and Forms and updates hypotheses
E.A. Feigenbaum about location, velocity etc. of
(Stanford H.P.P.) objects from primary signal data

(spectra)
TEIRESIAS Medicine R. Davies Knowledge acquisition program An ambitious attempt to develop

(Stanford H.P.P.) used with MYCIN a tool for the process of
| acquiring knowledge

| UNITS | Knowledge M. Stefik Interactive language providing (Originally developed as part of
| | engineering (Stanford H.P.P.) general-purpose facilities for MOLGEN.) (Now being

knowledge representation. Used for superseded by RLL)| MOLGENplus other small
applications

VLSI | Engineering (Stanford H.P.P.) Assistance in the design of very Joint project with Stanford
large scale integrated circuits. Centre for Integrated Systems

| | | (Under development)
VM Medicine L. M. Fagan Provides diagnostic and therapeutic

|

‘Ventilator Management’.
(Stanford H.P.P.) suggestions for critical care Operates in real-time, with time-

patients needing mechanical dependentrelations (120 rules).
assistance with breathing Usedin the intensive care unit

of the Pacific Medical Center,
| San Francisco  

(Source: Adapted from Bramer)
 

The MYCIN system
MYCINis an expert system that is designedto diag-
nose bacterial infections and to recommendantibiotic
therapy. Starting in 1975, the system was developed
by Shortliffe and others as part of the Heuristic Pro-
gramming Project at Stanford University. MYCIN is
particularly concerned with blood infections and men-
ingitis infections.

A MYCIN session begins with a consultation with a
physician. During the course of this dialogue, the
physician supplies the system with information rele-
vant to a particular case. MYCIN’s control strategy
ig backward chaining. The search starts with the
various possible organisms as goals to be achieved,
andtries to satisfy the necessary conditions by mat-
ching them with available data.

MYCIN’s knowledge base comprises over 500 pro-
duction rules. About half of them apply to blood in-
fections and about half to meningitis infections. Each
rule takes the form IF (condition) THEN (conclusion).
Rules adopting this format are sometimes known as
situation-action rules.

The Butler Cox Foundation
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For eachrule, the expert estimates on a scale from
0.1 to 1.0 the degree of certainty attached to a con-
clusion. These degrees of certainty are then con-
verted automatically to probability values. MYCIN has
a very simple and basic modelof inexact reasoning,
used to manipulate these certainty factors and to pro-
duce an overall ‘cumulative certainty factor’. The
following illustrates a typical rule:

le
1. The site of the culture is blood, and 2. The gram
stain of the organism is gramneg and 3. The mor-
phology of the organism is rod, and 4. The patient is
a compromised host.

THEN:
There is suggestive evidence (0.6) that the identity
of the organism is pseudo-aeruginosa.

MYCIN backchains from the goals, testing the ‘truth’
of the conclusionsof the relevantrules. It does this
in oneof two ways: either by deducing the condition
from previous conclusions, matching the condition

A
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with available data,or alternatively by asking the user
for additional information.

The output from MYCINis list of possible alternative
diagnoses, for each of which it assesses a degree
of certainty. MYCIN also recommendstreatments to
cover all the possibilities it identifies. The recommen-
dation takes a form thatisillustrated by the following:
“My preferred therapy recommendationis as follows:
In order to cover for items 1, 2, 3 and 4:
Give the following in combination:
1 AMPICILLIN
Dose: 3.5q (28.0ml) q4h IV (calculated on basis of50mg/kg)).
2 GENTAMICIN
Dose: 119mg(3.0ml, 80mg/2m! ampule) q8hIV (cal-culated on basis of 0.7mg/kg) plus consider giving5mg q24h Intrathecal.
Comments: Monitor serum concentrations.
Since high concentrationsof penicillins can inactivateaminoglycosides, do not mix these twoantibiotics inthe sameIV bottle.”
MYCIN’s explanationfacility can exhibit selected por-tions of the chain, as requested by the user.It cananswera variety of queries during or after the con-sultation dialogue, such as ‘WHY (are you asking mefor this information)?‘ or ‘HOW (was someparticularconclusion reached)?‘ One interesting form of queryis shownin Figure 2.8. To answer it, MYCIN mustkeep track notonly of acceptable lines of reasoning,but also of the invalid lines it has explored and thereasonsfor their rejection.
 

Figure 2.8 Anillustration of MYCIN’s explanationfacility
USER: WHY DIDN'T YOU GIVE TETRACYCLINE FOR E.COLIIN REC-1
MYCIN: TETRACYCLINE was discounted for ITEM-1(RECOMMENDATION-1) because there is evidencethat this e.coli is not sensitiveto it.
 

An extension of the MYCIN project known as EMYCIN(Essential MYCIN) has been developed more recently.EMYCIN is domain independent. It is a framework,designed to help build MYCIN-like systems.A basicassumption of EMYCINis that production rules arean appropriate framework for representing the newknowledge base, and that a backward chaining orgoal-directed interpreter is an appropriate inferencemechanism.
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EMYCIN helps systems designers to structureknowledge of a problem. Once a designer has usedEMYCIN tobuild a new knowledge base, EMYCIN in-terprets the knowledge base with the inferenceengine. These two main functions areillustrated inFigure 2.9.
 

Figure 2.9 The main functions of EMYCIN
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The PROSPECTORsystem
PROSPECTORis a consulting aid for evaluating themineral potentialof a site or region. It is a rule-basedexpert system. Knowledge abouta particular type ofore deposit is encoded in a computational modelrepresenting observable geological features and theirrelative significance. The PROSPECTOR system wasdeveloped by Duda, Hart and others at SRI Interna-tional in California. PROSPECTORis being developedin a modular way, with each module correspondingto a deposit type.

      
   
 

Work begins with a description of depositcharacteristics. The description is then developedintoa modelthat is progressively refined with more datafrom different finds.
The sponsor of PROSPECTORis the US GeologicalSurvey whichis responsible ona continuing basis forassessing mineral deposits. At times the taskbecomesparticularly critical — as in deciding whichareasin Alaskato set aside for wilderness and whichto earmark for development. Here, the challenge wasto assess beforehand the mineral potential of theland.
The US Geological Survey estimated that for work inAlaska at least 150 types of deposit needed to beassessed.This information was available ina varietyof independentreports, each written by a geologistspecialising in one particular ore. Information onabout 36 deposits is built into the PROSPECTOR
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system, but only half had been refined to an opera-
tional stage by mid-1983. Duda has estimated the
amount of work neededto establish a reliable rule
base for just one deposit type as six months. When
interviewed by our researcher, he commented: ‘‘If
you wanted to doit for 200 types, that is 100 man-
years work. It is simply a question of manpower.

“What you see here is a knowledge-acauisition pro-
blem. That is why our researchers are working on
learning and language comprehension. The proper
goal for the next 20 years is to have the secretary
type the information in, and the rules generated
automatically. But that is long-term research’. For
this reason, the United States Geological Survey is
concentrating on critical deposits such as uranium.
Users of PROSPECTORprovide the program with in-
formation observed in the field. A question-and-
answer sessionis then carried out with the user sup-
plying additional information, whereit is available, on
demand. PROSPECTORis able at any point to pro-
vide the user with an explanation of its reasoning, or
the conclusions it has reached sofar.

The eventual output from PROSPECTORis anindica-
tion of the ‘level of certainty’ by which the presence
of a particular form of deposit in a given site is sup-
 

Figure 2.10 An excerptfrom a typical consultation with
PROSPECTOR

The following questions are intended to establish the nature of
the petrotectonic setting. (These questions will not be pursued
unless a positive answeris given to the next question.)
12 — To what degree do youbelieve that the target area is in
a continental-margin mobile belt?
43 — Do you know the age of the continental-margin mobile
belt?
Thevast majority of porphyry copper deposits are younger than
200 million years. Major age groups include:
1. Anolder group of 200 to 150 m.y. (million year) porphyriesin

British Columbia;
2. An important younger group of 70 to 50 m.y deposits in the

Mideast, British Columbia (Skeena Arch), and Arizona-New
Mexico-Sonora (Laramide) copper province;

3. The major belt of 60 to 4 myy. deposits in the Andes of
Argentina, Chile, Peru, Ecuador, and Colombia.
<The explanation continues with additional information>

43 — Do you know the age of the continental-margin mobile
belt? [YES
44 — Whatis the age of the continental-margin mobile belt?
CRETACEOUS = 65-136 MILLION YEARS
What is your confidence in this estimate?
<The consultation continues on with many additional questions.>
Note: [] indicates user answers.
Note: The numerical answerto question 12 indicates the user's
degree of certainty abouta fact, usinga —5 to + 5 scale. If the
user types “WHY” instead of answering a question, PROS-
PECTORexplains the question's geological significance.
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ported by available evidence. An excerpt from a con-
sultation with PROSPECTORis shownin Figure 2.10.
In general, even the field evidenceis indeterminate.
The user expresses certainty about a piece of
evidence on a scale from minus 5 to plus 5. PRO-
SPECTORconvertsthe value into probability values.

Initial results of PROSPECTOR have been very pro-
mising. The cost of a typical consultation session
works out at the surprisingly low figure of $15.
The R1 system
R1 is an expert system that is used for configuring
DEC VAX-11 computer systems. Following seven
years of basic research at Carnegie-Mellon Univer-
sity, work on R1 beganatthe university in December
1978. The development of R1 has been described by
McDermott (see reference 12). Less than one year
after commencing development, R1 had matured to
a point where it could be used regularly by DEC’s
manufacturing organisation to configure VAX-11/780
systems. At that time, DEC established its own in-
dependent group responsible for the maintenance
and continuing development of R1. By 1982, the
group had grownto a strength of 14, and no longer
needed the support of the specialists at Carnegie-
Mellon.
Almost all the VAX systems now being delivered
within the USA are configured using the R1 system.
Whenit wasfirst implemented in 1979, R1 had 500
rules. Today it has grown to 2,500 rules. This
underlines how refining and enhancing an expert
system is a very lengthy process. It can take longer
than the original effort required to develop the struc-
ture and rule base, and can require more resources.
R1 does not handle inexact reasoning. Rather,all the
rules and questions-and-answers are deterministic.
Two main advantages are claimed for the expert-
system approachto the formation of the rule base,
in preferenceto a traditional decision-table approach.
Thefirst is that the task of maintaining and updating
the database (a seemingly endless task for a
manufacturer) becomes more manageable. The se-
cond is that the system can be developed incremen-
tally. “‘It is another approach to software engineer-
ing” wasthe description given to our researchers by
Duda, head of expert systems at Fairchild Camera
and Instrument Corporation.
The approach of the designers of R1 was to break
into sub-tasks the problemsof configuring a computer
system. The sub-tasks are performedin the follow-
ing sequence:
—Correct mistakes in the purchase order.
—Put components into CPU cabinets.
—Put boxes into unibus cabinets and put com-

ponents in boxes.
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—Put panels in unibus cabinets.
—Lay out system onfloor.
—Dothe cabling.

R1 is a data-driven system. It starts from a customer's
order, then goes on to match rules to data in the
database. R1 takes a set of componentsas input and
produces diagrams showing whatthe spatial relation-
ships among the components should be. Though R14
knowsalmost nothing about the sub-task of selecting
a set of componentsto satisfy a functional specifica-
tion, it does understand that certain components may
require other componentsin order to be configured.
If the set of componentsit is given is incomplete in
this sense, it adds whatever components are required
to make the set configurable. R1 recognises the ac-
ceptable ways in which components can beassociated under various conditions. It uses thisknowledge to construct a single configuration thatsatisfies all of the organisational constraints. Becauseits knowledgeis sufficient to enable it to recognisewhatto do at each step, it performs this task withalmost no search. In other words,it seldom needsto backtrack.
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R1 is implemented in OPS5 which is a general-purpose, rule-based programming languagebuilt ontop of LISP and designed to ease the representationof knowledgein production rules form. The languagewasdeveloped at Carnegie-Mellon University and im-plemented on DEC10 and DEC20 machines.
Figure 2.11 shows an English translation of a sam-ple rule from R1, using the OPS5 language.

 

Figure 2.11 English translation of a sample Ri rule
Assign UB modules except those connecting to panels 4

IF: The most current active contextis assigning devicesto unibus modules
and there is an unassigned dual port disk driveand the type of controllerit requires is knownand there are two such controllers neither of whichhas any devices assignedto itand the numberof devices that these controllers cansupport is known

THEN: Assign the disk drive to each of the controllersand note that the two controllers have beenassociated and that each supports one device.
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CHAPTER 3
EXPERT SYSTEMSIN THE UNITED STATES AND EUROPE

So far in this report we have examined what expert
systems are, how they work and whatthey provide.
In this chapter our focus is on user experience. We
look at case studies of user experience under three
main headings: expert systemsin the United States,
expert systems in the United Kingdom and expert
systems in France.

EXPERT SYSTEMS IN THE UNITED STATES:
FIVE CASE STUDIES
Of the 41 principal expert systemslisted in Figure 2.7
on pages 15 to 17, more than three-quarters have
been developedin the United States. Both the scale
and the scope of researchinto expert systems, and
practical experience with them, is greater in the
United States thanit is in Europe. In the United States
the typical expert system is large, expensive, custom-
made and specialised.In this section we describefive
case studies of American work on expert systems:
DEC’s XSEL developmentof the R1 system, Intelli-
Genetic’s KEE (Knowledge Engineering Environment),
Schlumberger’s DIPMETER ADVISOR, Teknow-
ledge’s intelligent interfaceto statistical software, and
Xerox PARC’s LOOPS.
DEC’s XSEL
XSEL has evolved from R1, the system for configur-
ing VAX computers discussed on page 19. XSEL com-
plements R1, and is designed to assist sales staff in
configuring computer systems to fit the needs of
customers.
DECdiffers from most computer manufacturersin the
degreeofflexibility it allows its customers in compo-
nent selection. Rather than marketing a range of stan-
dard systems, eachwith a limited numberof options,
DEC markets processors with relatively large num-
bers of options. Oneof the results of this marketing
strategy is that many of the systems sold are unique.
Consequently each posesa distinct configuration pro-
blem. A computer system configurer has two tasks:
to ensure that the system is complete (all components
are present), and to determine what the spatial rela-
tionship among the components should be. Because
a typical DEC system has about 100 components,
each having a large numberof possible interrelation-
ships, a lot of knowledge is required to achieve the
optimum configuration.
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Configuring a particular computer involves two main
elements: selecting the components neededtofulfil
the customer’s order, and organising the selected
components to form a complete working system.
XSELis concerned with thefirst of these tasks, and
R1 with the second. Having selected the set of com-
ponentsthat satisfies the requirements imposed by
an application, XSEL then informs R1 ofits selection
and provides any additional information R1 needs to
tailor the configuration to the application. Because
part of the task of R11 is to ensurethat all support com-
ponentsare includedin the order, there is no need
for XSEL to concern itself with support components.
XSEL permits the customer to specify a processor,
an amountof primary memory,whateversoftwareis
desired, and all the necessary peripherals. This
skeletal order is then passed to R1 to configure and
produce a complete order.
XSELperforms consistency checks to ensure that the
components ordered are compatible. Customers may
specify some of the components in terms of total
capability required of the system, rather than by type
or name.
Specialist staff at Carnegie-Mellon University are
assisting DEC with the development of XSEL. At the
time of writing this report in mid-1983, XSEL wasbe-
ing tested and evaluatedin field trials.
IntelliGenetic’s KEE
IntelliGenetics of Palo Alto, California, is one of the
first companies to apply artificialintelligence techni-
ques to commercial applications. The company
specialises in computer software and hardware for
biotechnology(total staff strength is about 39). It also
applies the techniquesofartificial intelligence to the
development of products to assist in commercial
planning, decision making and information manage-
ment.
IntelliGenetics believes that the most important
technical developments to emergefrom researchinto
artificial intelligence are the software development
‘environments’ which hadto becreatedto facilitate
productive research. These software environments
or tools include highly sophisticated user interfaces,
high-level knowledge representation languages and
powerful debugging techniques. Dr Kehler, Vice Presi-
dent and Director of Applied Artificial Intelligence at
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IntelliGenetics, described these developments as the
“industrialisation of artificial intelligence — produc-
ing revolutionary new software developmenttools”’.
The IntelliGenetics’ approach is to further develop
these tools and usethe artificial intelligence tech-
nology to develop specialised productsfor individual
clients.
Kehler emphasised the importance of a close work-
ing relationship between knowledge engineering com-panies andtheir clients. He said: ‘‘Anyone who hasa problem thatinvolves in-house expertise, which maysave ten million dollars a year, is going to be verycautious about going outside and talking to peopleaboutthe solution to that problem, because that pro-blem is on the competitive edge. The notion of aknowledge engineering company developing an ap-plication product on its ownis ridiculous’.
A software developmenttool which IntelliGeneticsisintroducing to the market atthe time of writing thisreport is KEE (Knowledge Engineering Environment).KEEcanstore, organise and manipulate knowledge.Unlike some equivalent tools stemmingdirectly fromuniversity research, KEE has been engineered speci-fically as a commercial product.
KEEis designed to function as a foundation for largerknowledge-based systems.Anillustration is providedby IntelliGenetics’ development, using KEE, of anintelligent control system for a fermentation process.This system is capable of controlling all the stagesin the fermentation process, from laboratory experi-ments and pilot plant systemsto the control of entireproduction plants at threesites in the United States.The system cost over $150,000 to develop.

Schlumberger’s DIPMETER ADVISOR system
The DIPMETER ADVISORsystem is the result of afour-year effort by Schlumbergerin the United Statesto apply expert system technology to the problem ofinterpreting oil-well logs.
Schlumbergeris a £6billion international concern,whose main activity is the collection and interpreta-tion of data from oil wells. The company manufac-tures the measuring equipment, collects the data andinterprets the results on behalf ofoil companies. TheDIPMETER ADVISOR system has been developed bySchlumberger-Doll, the company’s research centrein Connecticut. About 250 staff are employedat thecentre, including physicists, geologists and computerScientists. Of these, about 10 are involved in researchinto artificial intelligence.
An oil-well log is the record of geological structuresassociated with an oil well. Oil-well logs are preparedby lowering instruments into the bore hole, then recor-ding the measurements registered by the instruments
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as they are raised again to the surface. The resultinglogs are sequencesof values indexed by depth. Log-ging instruments, knownastools, measure a varietyof petro-physical properties. One such device, thedipmeter tool, measures the conductivity of rock ina variety of directions about the bore hole. Variationsin conductivity can be correlated and combined withmeasurements oftheinclination and orientation ofthe tool to estimate the magnitude andtilt of variousformation layers penetrated by the bore hole.
The type of information provided by a dipmetertoolis invaluable in defining hydrocarbon reservoir struc-tures, and designing methodsto drain the reservoirs.Factualinformation of this sort can be combined withexpert knowledgeoflocal geology and with rock pro-perties measured by other logs. From this data, askilled interpreter can deduce a great deal of infor-mation — about the geological history of deposition,the composition and structure of the beds,the pres-ence or absenceof hydrocarbons and the optimumlocations for future wells. Unfortunately,skilled inter-preters are a scarce resource. Yet Schlumberger’scommercial successina regionis directly related tothe level of interpreting expertise it can provide there.The purpose of the DIPMETER ADVISOR system isto raise the performanceof less experiencedinter-preters.

The DIPMETER ADVISOR system attempts toemulate the best human performancein dipmeterin-terpretations. It makes use of dipmeter patterns,together with local geological knowledge andmeasurements from other logs. The system has fourmain components:

—Aknowledge base, where knowledgeis repre-sented in the form of production rules.
—Aninference engine that applies the rules in aforward-chaining control strategy.
—Aset of geological models.
—A menu-driven user interface.
The importanceof the last of these four components,the user interface, was stressed at our research in-terview by Dr. Read Smith of Schlumberger-Doll. Hesaid that this component had accounted for morethan half the total developmenteffort.

Initial versions of the DIPMETER ADVISOR systemwerewritten in the INTERLISP language, and operateon the Xerox 1100 Scientific Information Processor(known asthe Dolphin). Production versionswill runon the Xerox Star (average unit price around $35,000).Schlumberger’sintention is to order some 150 to 200Star machines for implementing DIPMETER ADVISORsystems in different geographical regions.
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Teknowledge’sintelligent interface to statistical
software
Teknowledge of Palo Alto, California, employs some
80 staff (mostly computer scientists) and is one of the
world’s largest companies specialising in knowledge
engineering. Teknowledge’s activities span the
design, development and continuing support of com-
mercial expert systems. The companyspecialisesin
large bespokeprojects for individualclients. It is also
developing expert system software development
tools, designed for more general application. Teknow-
ledge offers customised education andtraining pro-
grammesfor its clients, as well as more general
educational courses for the public.
One of Teknowledge’s expert systemsis for a client
requiring sophisticated analyses of geophysicaldata.
Scientists employed by the client company have at
their disposal a database containing more than 100
statistical software packages.In total, the database
comprises more than one million lines of Fortran.
There are subtle distinctions between the different
packages. Experts take years to learn how best to
select the programs, and howto ‘tune’ individual pro-
grams by adjusting the parameters.

The purpose of Teknowledge’s intelligent interface ex-
pert system is to capture the expertise of the scien-
tists on behalf of the client company. Scientists us-
ing the system begin by entering data describing their
particular problem, either directly from a mainframe
or from a LISP-based workstation. Using its know-
ledge base,the system first classifies the data, then
selects the appropriatestatistical package together
with the relevant parameters. The system then
analysesthe data, and finally provides advice on the
basis of the analysis.

Xerox PARC’s LOOPS
LOOPSis the nameof a new software product using
the techniques of artificial intelligence which is be-
ing developed by the Knowledge Systems Area of
Xerox's Palo Alto Research Centre (PARC). According
to Mark Stefik of PARC, during the past two years the
knowledge systems area has moved away from build-
ing expert systems, to concentrate instead on the
development of software for the organisation of
knowledge.

LOOPSintegrates a numberof knowledge-represen-
tation styles usedin thefield of artificial intelligence:
object-oriented programming, which deals with pro-
grams as communicating entities with hierarchies of
properties; rule-based programming, which uses IF-
THEN constructions; access-oriented programming,
whichis driven by data; and the language LISP itself.
The whole LOOPS system has been developed us-
ing INTERLISP-D,a dialect of LISP. The development
of LOOPSitself was aided by an expert system known
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as the LOOPS TESTERwhich, using its knowledge
base, can infer what effects may be caused by
changes or extensions to LOOPS. Great effort has
goneinto the design of the user interface of LOOPS.
It makes extensive useof interactive graphics featur-
ing display windows. Display features include
‘browsers’ (tree charts), and gauges (a display of
gaugesisillustrated in Figure 3.1, overleaf). Power-
ful debugging tools are also available to the user.

Xerox is using-LOOPSto build expert systemsforin-
ternal use, in different areas within PARC.In one ap-
plication, an expert system developed using LOOPS
is assisting in the design of photocopiers. In another
application, LOOPSis used in the developmentof a
planning and decision support system aimed at im-
proving the efficiency of office work.

According to Stefik, data processing developments
in the future will depend on a better understanding
of programming problems, rather than on building
more powerful computers.

EXPERT SYSTEMSIN THE UNITED KINGDOM:
FOUR CASE STUDIES
In sharp contrastto the United States, experience of
expert systemsin the United Kingdom has been con-
fined to relatively small and inexpensive software
packages that are generalised rather than specia-
lised. The emphasis in the United Kingdom has been
onself-help, with off-the-shelf packagesthat are easy
to understand, butlimited in use. Someof these pack-
ages are provided by small software houses, which
on occasion offer users little support beyond that
necessary to implement the package on the user's
host computer. Other packages are developed and
provided by established software companies on
behalf of clients.

Mostexpert systems packages are derivatives of the
EMYCIN system described in Chapter 2. Packages
from small software houses are typified by Micro-
Expert, supplied by ISIS Systems, and AL/X supplied
by Intelligent Terminals Limited. SPL International
supplies a similar package called SAGE, which has
extended facilities. SPL supports SAGE through its
knowledge engineering group and offers its clients
both software development and support. The three
packages offer varying degrees of flexibility and
facilities. Prices range from $1,200 for a basic im-
plementation of MicroExpert (on a microcomputer) to
$30,000 fora full implementation of SAGE on a main-
frame. While the suppliers agree on the supremacy
of PROLOG as an expert system language, each of
the three packages we have mentionedis written in
a standard commercial programming language — a
consequenceof the presentlimitations of PROLOG.
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Figure 3.1 Gauge display of LOOPS
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PROLOGitself is available from two suppliers: ExpertSystems Limited (whose productis PROLOG-1) andLogic Programming Associates (whose product isMicroProlog). Both can be implemented either on Z80CP/M microcomputers, or on DEC PDP 11 and VAXminicomputers.

In contrast, ICL and RACAL Expert Systems providespecialised products. ICL introduced in June 1983 anexpert system called CONSULT, operating on thePERQ workstation. CONSULTis a result of researchand developmentin collaboration with British Steelon

a

fault diagnosis system; and is a microcomputerimplementation of the resulting product.ICL also an-nouncedin mid-1983 the setting up of a new know-ledge engineering group. RACAL Expert Systems wasset up to develop and market a product whichwillassist in the interpretation ofoil-well logs. The pro-duct is in direct competition with Schlumberger’sDIPMETER ADVISOR system described on page 22.
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On the other hand, Cambridge Consultants Limitedand Tymshare UK regard expert systems as simplya new softwaretoolto be usedin appropriate applica-tions. Cambridge Consultants develop bespoke sys-tems for individual clients, while Tymshare offersexpert systemsbuilding facilities as part of a deci-sion support package called REVEAL whichis avail-able to users of the Tymshare time-sharing service.
We now describe four case studies that typify the ex-perience with expert systemsin the United Kingdom:that of BL Systems Limited with MicroExpert; theCCTA with MicroProlog; the Imperial CancerResearch Fund with in-house development: and MarsGroup Services with MicroExpert.
BL Systems Limited
BL Systems Limited (BLSL), a wholly owned subsi-diary of BL Cars Limited, provides specialist systemssupport for the parent company. BLSL's advanced

 
l
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systems department purchasedthefirst version of
MicroExpert in 1981, as part of a continuing policy
of exploring and evaluating new developments in
information technology. Since purchasing the pro-
duct, BLSL has developed several different expert
systems, two of which have been demonstrated to
our researcher.

Thefirst of these systemsis a diagnostic product for
investigating the causesof a car failing to start. The
knowledgefor building the knowledge base was ex-
tracted from manuals and from the personal ex-
perience of relevant experts. At the time of writing
in mid-1983, the knowledge base consisted of 90
rules. The way the system worksis by first assuming
a typeof fault (the goal), then exploring all the condi-
tions necessaryforthis fault to be substantiated. The
processis carried out in an interactive question-and-
answersession, during which the user supplies the
system with additional information where necessary
(see Figure 3.2). The consultation processis laborious
and tedious.

The second expert system demonstrated by BLSL has
been designedboth to advise andto assist motor car
 

Figure 3.2 Example of dialogue exploring the cause ofa
car failing to start

The current goal is whether or not THERE IS A FAULT IN THE
ELECTRICAL SYSTEM.To explore this goal — type [Y]. Type [?]
for options.
How certain are you that THE STARTER MOTOR TURNS THE
ENGINE AT NORMAL SPEED [-5..0. . 5]?
Note: The user types “W’”' to ask whythis question is being asked.

THE STARTER MOTOR TURNS THE ENGINE AT NORMAL SPEED
— being true greatly weakens,being false greatly strengthens
the hypothesis that:— THERE IS A FAULT IN THE ELECTRICAL
SYSTEM.
Howcertain are you that THE STARTER MOTOR TURNS THE
ENGINE AT NORMAL SPEED [-5..0. .5] ?
Note: Answersto this type of question are given using an 11 point
scale. 5 is definitely true, — 5 is definitely false and 0 represents
don’t know.
is it the case that THE CAR HAD BEEN RUNNING BUT CUT OUT
[Y2 lieeiNi?

This goal was whether or not THERE IS A FAULT IN THE
ELECTRICAL SYSTEM. Certainty Factor is — 5.00. Answered.
Note: This message is saying that there definitely is not (-5)a
fault in the electrical system. ‘‘Answered”’ indicates that all
relevant questions about this goal have been asked.

The current goal is whether or not THERE IS A FAULT IN THE
IGNITION SYSTEM.To explorethis goal — type [Y]. Type [?] for
options.
Note: The system continuesuntil all goals have been investigated
or the user wishes to end the session. At the end of the session
a report is produced.
Note: [1 indicates user answers.
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sales people by providing them with information on
which of 21 models in the Allegro range of small
family cars is best suited to a particular customer.
Interestingly, ethical issues have been highlighted in
this development. These issues relate to the ques-
tion of whethera sales person should use the system
to convince a customerofthe suitability of a specific
model, when the underlying logic could be designed
to select the modelthat the sales person prefers to
supply. The system’s knowledgebaseconsists of 68
rules extracted from expertsin this field (domain).

At the time of writing the potential users of these two
systems were not enthusiastic about them, for two
reasons. One wasthe poor userinterface. The other
and more important reason wasthe simple fact that
neither system providedits users with genuine advan-
tages over what they had beforehand (manuals,
charts and their own personal experience). The view
of our interviewee, Brian Johnson, wasthat the cur-
rent generation of commercial expert system
packagesis suitable only for experimenting and learn-
ing, and not for building commercial products.

Central Computer and Telecommunications
Agency (CCTA)
The CCTAis part of the United Kingdom Government
Treasury department. The broad purpose of the
Agency is to encourage the use of computing
throughout central government, with the aim of
improvingefficiency and effectiveness. The CCTA has
only limited facilities itself, but provides for the
governmenta central focus for expert knowledge of
developments in computer-related technology, both
inside and outside central government.

Within the CCTA, the Future Concepts Branch is
responsible for evaluating new developments in in-
formation technology, and expert systemsare one of
its areas of interest. The aim of the Branchis to learn
enough about expert systems to promote and sup-
port their use within government departmentsat the
appropriate time.

Oneof the experimental applications of expert sys-
tems in government departments was in prototyping
a system for assessing social benefits in the Depart-
ment of Health and Social Security (DHSS). The ques-
tions of whois entitled to a benefit, what form a
benefit should take, and whatthe value of the benefit
should be, are complex ones involving a large number
of selection criteria which change at frequentinter-
vals. At present, minor amendments to the DHSS
system specification can mean many person-years
of programmingeffort.

Using MicroProlog, however, 90 per centof the rules
werewritten by DHSSstaff (with assistance from Im-
perial College) in a mere 10 days. Modifying the know-
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ledge base is easy, said Mr Owsianka, because ofthe independent nature of the structure. His beliefwas that this application provides a convincingdemonstration of the powerof the PROLOG languagefor building an expert system prototype of a largecomputer system.‘‘You do not need to have a com-plete design andspecification before you start writingthe application program — it is easy to expand,modify and refine the knowledge base as you goalong’’. The CCTA hopesto apply the lessons and ex-perience gained in this DHSS developmentin other
government departments.

Imperial Cancer Research Fund
The Imperial Cancer Research Fund (ICRF) is acharity supported entirely by private funds. Ninety-three per centof the moneycollected is spent directlyon research on cancer, providing continuing supportfor over 800 scientists and associated workers inICRF’s laboratories and hospital-based units.
Within the ICRF,a small team of experts (numberingup to seven, with backgroundsinartificial intelligence,systems analysis and programming) is conductingresearch and developmentwork on knowledge-basedsystems andtheir application in cancer-related fields.The workis being undertaken on a DEC 20 computer,with a view to eventually implementing some applica-tions on microcomputers.
One ofthe applications that has now reached an ad-vancedstageis the Terminal Care System (TCS). Thepurpose of TCSis to advise general practitioners onthe managementand careofpatients suffering fromterminal cancer. Treating patients at this stage is adifficult and stressful problem. Most general practi-tioners are uncertain both of the nature of thedisease, and of how to managethepractical aspects
of ordering the appropriate medicines.
TCS was developedin-house andis written in PRO-
LOG.It has a knowledge basecontaining some 200
rules that have been established during consultations
with the relevant domain experts.
A-secondapplication of expert systems developed by
the ICRF aims to build an intelligent interface to the
Fund's existing database of worldwide cancer
statistics. Also written in PROLOG, thisintelligent in-
terface has a knowledgebasecontaining logical rela-
tionships and rules about factors such as types of
cancer disease, incidence of the disease amongstdif-
ferent ethnic groups andso forth. Theintelligent in-
terface, in attempting to answer a specific question
in the absence of relevant information, will instead
supply information on topics most closely related to
the original question.
According to our interviewee, Dr John Fox, organisa-
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tions wishing to progressin thefield of expert systems
should expectto invest substantially, and to make a
long-term commitment to PROLOG,in orderto reap
the benefits. (A practical expert system takesat least
one year to develop.) And the expertise of the
developmentstaff should cover four areas ofskill: ar-
tificial intelligence, domain expertise, computer
systems development and management.

Mars Group Services
Mars Group Services is a wholly owned subsidiary
of the Mars Group, providing specialist systems sup-
port for the confectionery-manufacturing parentcompany.
Following a preliminary evaluation of expert systems,staff at Mars Group Services decided that the bestway to further advance their understanding of thesubject was to conduct an experimental, in-housetrial. The main objectives of the trial could beachieved, it was thought, by experimenting with theleast expensive system on the market, MicroExpert.
For simplicity, a mainframe version of this systemwas purchased.
The expert system developed was a diagnosticsystem, designedto identify the cause of faults in thecommunications network used to interlink the com-pany’s distributed computing system. This particulardomain wasselected primarily for an opportunisticreason: the system developer, Sal Pinto, alsopossessed the domain expertise. The combination ofskills in one person simplified the task of developingthe expert system.
According to Sal Pinto, developing the system tookonly five days, and was as easy as it would have beenif the system had been written in Basic. By mid-1983the system wasbeing used successfully by the com-puter operations staff to locate faults on the com-munications network. An important advantageof theexpert system (as opposed to a conventional system)has provedto be the wayit has obliged the developerto structure the knowledge in a form that makesitboth comprehensive and accessible to others.

EXPERT SYSTEMS IN FRANCE: TWO CASESTUDIES
In France asin the United Kingdom, experience withexpert systems is somewhat piecemeal, and on ascale that is far smaller than in the United States. Inthis section we describe briefly two expert systems,the Kayak project and the Reseda project.
The Kayak project
The Kayak project, which is funded by the French
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government, is being undertaken at INRIA, the French
National Institute for Research into Information and
Automation. Kayak’s domainis office automation, and
its purpose is to support work in the office. Kayak
draws on and extendsideas from artificialintelligence
research. The work has stressed the natureof office
work as group activity, rather than merely a collec-
tion of individual tasks. Kayak attempts to capture not
only the expertise embodiedin individual tasks, but
also expertise about howthetasks interact and how
they contribute in aggregate to the solution of
organisational problems.

As well as helping to explore the nature of office work,
Kayak is aimed at researching a highly specialised
multifunction office workstation, which will itself be
able to support the Kayak system. Dr Gerald Barber,
who works onthe project at INRIA’s headquarters in
Rocquencourt, said that a demonstration version of
the prototypepilot workstation should be running by
 

Figure 3.3 Comparisonofthe classical artificial
intelligence paradigm with the OMEGA
paradigm
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the summerof 1983. The eventual aim is to produce
commercial products.

A special knowledge-representation language is be-
ing used to develop the system. The language, called
OMEGA,is written in LISP. OMEGA provides a
uniform framework within which to implement tools
to support an office worker’s problem-solving activi-
ties. The different tools can co-operate to achieve the
goals of a particular office task. Knowledge is
embeddedin the form of descriptions about objects
and their relationships, andit provides the basis for
OMEGA’s reasoning mechanism. This reasoning
mechanism (paradigm) of OMEGAis different from
the classical problem-solving paradigm ofartificial in-
telligence. In the problem-solving support paradigm
of OMEGA,the office worker establishes a goal, for
example to send a message or to complete a step
in an office procedure. Based on what OMEGA knows
about a goal, it tries either to establish the goal or
to refute the goal. If it is not possible for OMEGA to
establish the goal, the system notifies the office
worker that the goal cannot be established, or that
contradictory information has been discovered dur-
ing the attempt to establish the goal.

Atthis point the office worker can either modify the
goal or make further assertions, possibly supplying
information necessaryto establish the goal. OMEGA
then attempts to establish the goal. This cycle con-
tinues until the goal is established. The problem-
solving support paradigm of OMEGAisillustrated in
Figure 3.3.

The Reseda project
The Resedaprojectis being developed at the Centre
National de la Recherche Scientifique in Paris, where
a team of three tofive artificial intelligence resear-
chers led by Professor Zarri have been developing
techniques for information retrieval.

Resedaitself is an expert system equippedwith ‘deep
level’ reasoning abilities in the field of complex
biographical data management. The specific domain
of Reseda is French history between 1350 AD and
1450 AD.
Through its inference mechanism, Resedais able to
deal with incompleteness in the information with
whichit is supplied at either of twolevels.At thefirst
level, the system carries out whatis termed ‘transfor-
mation’, or paraphrasing of the original query. It
generates a ‘search model’in order to increase the
chancesof matching the required data.In this case,
the information is presumedto exist! The advantage
of this approach lies in the greatly increased
efficiency of the database, which may continue to be
organised in a traditional way (which is relatively
simple and logical).
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At the secondlevelof incompletenessof information,Reseda attempts to reconstruct missing information.The system is capable offinding plausible explana-tions for certain knownfacts in the database by estab-lishing ‘casual’ links with other known facts. Thecasuallinking is carried out by a class of inference
procedure called the ‘hypothesis’.
Toillustrate this we give the following example: thesystem is asked to explain why a person x was givenan influential post by the administration. The systemwill check to see what coincided with this appoint-ment. It establishes that a new person y was ap-pointed to head the administration immediately pre-ceding x’s appointment. The system also establishesthat x used to workfor y in a previous administration.Theplausible conclusionis that y asked x to workfor
him in the new administration.
The difference between Reseda and more com-
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monplace forms of expert system lies in the database.
The biographical facts which the system is able to
process andstore are both permanentand extensive.
This contrasts with many other expert systems, where
the informationto be interpreted is introduced at the
time of processing.

Resedais written in APL (later versions may use an
INTERLISP-D environment), and developed onlarge
Amdahl and NEC mainframes. Professor Zarri told our
researcher that Reseda is now being used as thebasis of two further prototypes for demonstrating
other potential applications. The domain of the firstprototype is the invasion of Czechoslovakia by Ger-many in 1939. The domain of the second prototypeis the Falkland Islands conflict of 1982. These
developments have both been undertaken for aprivate company. Professor Zarri himself has madeplans to adapt Reseda to manage medicalfiles.
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CHAPTER4
POTENTIAL APPLICATIONS OF PRESENT-DAY EXPERT SYSTEMS

In the preceding chapters of this report we have ex-
plained what expert systems are and what they are
used for, and described briefly the experience of
someof the pioneering users.In this chapter, we con-
sider the question of what present-day expert systems
are best suited for. We begin by summarising the
limitations of existing applications. That leads us to
review the characteristics of potential applications,
and then to identify the resources — staff, hardware
and software — neededby an organisation intending
to develop an expert system for its owninternal use.
The whole of the chapter is concerned with whatis
available and what can be done today. The subject
of how things may changeinthe future is a question
that we address in chapter 5.

LIMITATIONS OF EXISTING APPLICATIONS
In chapter 2 (in Figure 2.7 on pages 15 to 17) we
presented

a

list of 41 expert systems, from which we
selected four to describe in detail — DENDRAL,
MYCIN, PROSPECTORand R1. These four examples
represent the state of the art in expert systems to-
day. All four have commonfeatures. Theyare large,
their control structure is conceptually simple, and the
representation of knowledge is uniform. Each is
designed specifically for the domain in whichit is to
be used.
Wecanidentify seven limitations of these systems
which are common amongstthe current generation
of expert systems.
Narrow domain of expertise
Thefirst limitation is that the domain hasto be sharply
focused. The problem to be resolved by the expert
system has to be constrained, neither involving an
indefinite number of common sense concepts and
facts about the world nor involving a very large
numberof objects and relations in the problem area
itself. MYCIN is a good casein point.

In the domain of meningitis, for instance, MYCIN re-
quires about a dozen typesof entity (some with multi-
ple instances, such as multiple infections) together
with about 200 attributes associated with those en-
tities. Many of the attributes have only two states
(they are yes/no attributes), but some attributes can
each have upto 100 values. MYCIN knows 450 rules
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that relate sets of object-attribute-valuetriplets, and
another500 to 1,000individual facts stored as defini-
tions (such as “‘E Coli is gram — negative’’); aslists
(such as

a

list of normally sterile sites), and as rela-
tions (such as ‘‘the prescribed drug for streptococ-
calinfections is usually penicillin’). The domain of ex-
pertise cannot grow too large, because efficient
meansfor building and maintaining large knowledge
bases are not currently available.
Developed and tuned over several years
The second commonlimitation of expert systemsis
the time that is needed to develop them. Most expert
systems have been constructed laboriously by a team
of specialists over several years. To help reduce the
problem, some research groups have explored ways
of automating the construction of knowledge bases.
Others have tried to write routines that conduct a
dialogue with an expert, for the purpose of extrac-
ting knowledge without the help of a knowledge
engineer. So far, however, these activities have pro-
ven successful only when they have been able to
build on an existing framework.
Large and expensive to build
Most successful expert systems have a knowledge
base containing several hundredrules that has taken
a team of systemsbuilders and domain experts years
to construct and organise. As a result, most expert
systems have cost more than a million dollars to build.
That excludes the cost of the very considerable ef-
fort needed to maintain and refine the system
thereafter.
Few domains explored
Because of the expense and the associated risk in-
volved in developing an expert system, the domains
that have been explored so far have tended to be
related eitherto the industry sectors (such asoil and
chemicals) able to justify the investmentin terms of
the value of results, or to government-sponsored sec-
tors (such as medicine and mineral exploration). The
selection of domains has been influenced more by
the availability of finance than by applicability.

Scarce and expensive expertise
Mostof the best-known expert systems have attemp-
ted to capture expertise in domains where human
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experts are themselves both expensive and scarce,and wheretraining takes many years. At the same
time, the knowledge of these domains has beenwidely available, having been published over the
years in text books and reference books. Thesecharacteristics apply to domains such as medicine,
geology and chemistry.
Stylised explanations
The sixth commonlimitation of expert systemsis theexplanation facility (or human window). Despite theacclaim that has sometimes surrounded it, the ex-planation facility actually offers little insight into anexpert system’s way of reasoning. MYCIN, for in-stance,lists all the rules needed to be ‘‘fired’’ in orderto reach a goal, to explain why it needs a piece ofinformation. It does so in the same wayfor every user.In response to a request from a userto explain howa conclusion has been reached, MYCIN merely pro-vides an execution trace.

Scantbuilt-in knowledge of scope andlimitations
Neither the utility programs for constructingknowledge bases, nor the reasoning programsthemselves, contain much knowledge abouttheir ownassumptionsandlimitations. This explains why mostpresent-day expert systems can be used only by ex-perts who already have gained sufficient apprecia-tion of the systems’ knowledge and limitations toenable them to interpret its conclusions sensibly.

POTENTIAL APPLICATIONS
During our discussions with Richard Duda,he offeredtwo recommendations to organisations consideringdeveloping their own expert systems. First, headvised against choosing an expert system to solvea problem if a traditional computer system could beused instead. Second,in choosing a problem for solu-tion by an expert system approach, he advised infavour of selecting a problem best suited to this ap-proach, rather than one mostdesired by the organisa-tion.
Duda’s comments, togetherwith the limitations wehave already discussed in this chapter, enable us toidentify the following five characteristics of potentialapplications of expert systems:
—Knowledge and data about the domain will largelybe available already in the form of publishedliterature, internal reports andfiles. This informa-tion will be documented in a factual rather thanprocedural way.
—Someof the information associated with the do-main will be imprecise, based on experiencegathered over the years by expertsin thefield.
—The domain itself will be associated with high-costoperations, and the benefits to be gained from solv-
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ing the problemswill be sufficient to justify the risk
inherent in developing an expert system.

—Theproblem will be divisible logically into stages,presenting an opportunity for stage-by-stage work-ing in order to reduce investment andrisks.
—The knowledgeassociated with the domain will besubstantial, yet the available experts will be expen-sive and limited in number.
This leads us to suggest three broadfields as poten-tially appropriate for applying expert systems: train-ing, advice, and intelligent interfaces.

Training in special fields
Knowledge-based systems have an obviouscontribu-
tion to make to computer-aided training in areaswhere the knowledgeis highly specialised and difficultto acquire. The GUIDON system (see reference 12)developed by Clancy at Stanford University exploitsthe MYCIN knowledgebaseto teach both facts andproblem-solving strategies to medical students.MYCIN’s diagnostic rules are augmented by the ad-dition of methods for guiding the dialogue with thestudent, presenting diagnostic strategies and respon-ding to the students’ initiative. We believe that manyexpert systems which wereoriginally designed to pro-vide advice will evolve to become successful train-
ing tools in specialised areas.

Advice
Providing adviceis a very broadfield. One exampleof using expert systemsto provide adviceis in faultdiagnosis where,after a question-answer session, thesystem advises on the causeoffaults and proposesremedies. Another example is in insurance broking,where the system canbefedwith client details andadvice onalternative policies. Tax advice is anotherfield, where the expert system is fed with details aboutindividuals and, for instance, advice on howtofill intax returns. Yet another potential application areawithin the general field of advice is counsellingcitizens ontheir rights with regard to such things associal benefits, tax rebates and so forth. Decisionsupport systems could probably grow in stature andusefulness following the application of expert systemtechniques.

Intelligent interfaces to existing databases andsoftware
Using complex software is a very knowledge-intensiveactivity. Manuals are complex,filled with detail andeasily forgotten. Often they are poorly written, con-taining merely the facts aboutthe system and not therules-of-thumb necessaryforits use. Expert systemsknowledgeable about particularly complex softwaresystems could radically improve matters.
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They would have an extensive knowledge base,able
to interpret andfulfil user requests. The knowledge
base would be provided by the system developers,
and augmented by the user communityitself. In this
situation, the manuals of the past would become ac-
tive and influential in the service of user needs. The
market for expert systems of this sort would be as
broad as the market for software.
Other special fields
The new (expert system) software techniqueswill be
used to try and solve problemsfor whichtraditional
techniques have proved inadequate. Voice recogni-
tion and natural language processing are two such
areas. Also, Feigenbaum (see reference 5) believes
that one of the important application areas will be
computer games.

STAFF RESOURCES NEEDED
Having identified the application areas for which ex-
pert systems are best suited, we now discuss the
question of resourcing, beginning with staff
resources.
Most researchersin artificial intelligence and expert
systems have emphasised thedifficulty of acquiring
the information necessary to structure the knowledge
base. A key componentis the need to make available
domain experts who are able and willing to spend
time developing and debugging the knowledge base.
A problem that is frequently encounteredis that the
expert, once available, finds difficulty in expressing
knowledgein a form that is acceptable for direct in-
put to a knowledge base.

A commonwayof extracting knowledge from an ex-
pert is by careful and painstaking analysis, under-
taken by a second, trained personcalled a knowledge
engineer. Knowledge engineers are computer scien-
tists skilled in knowledge-representation and_in-
ference techniques, and able to converse comfortably
with the domain expert.
Feigenbaum (see reference 5) has stated that
“knowledge acquisitionis the critical bottleneck pro-
blem in artificial intelligence.” Severedifficulties are
often experienced in acquiring the relevant
knowledge. The mostdifficult aspect of this process
is to help the expertinitially to structure the domain
knowledge. The knowledge engineer takes an active
role in the knowledge-acauisition process — inter-
preting and integrating the expert's answers to ques-
tions, drawing analogies, posing counter examples
and raising conceptualdifficulties.

Duda has confirmed this view (see reference 14). He
has stated that, to construct a successful expert
system,the following prerequisites have to be met:
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—There should be at least one human expert
involved, acknowledged as being well able to per-
form the task.

—Theprimarysourceof the expert’s exceptional per-
formance must be special knowledge, judgement
and experience.

—Theexpert mustbe able to explain howto use the
special knowledge and experience, as well as the
methods used to apply expertise to particular
problems. |

Apart from the domain expert and the knowledge
engineer, a third highevel resource is required to
construct an expert system — a highly skilled com-
puter systems designer. This follows from the em-
phasis that is universally placed on the design of the
user interface. During his interview with our
researcher, Read Smith of Schlumberger estimated
that as much as 80 per cent of the programming
effort in an expert system may be devotedto develop-
ing the user interface.

The view of John Fox of the Imperial Cancer
Research Fundis that an expert system development
team should consist not of three but of four people:
the domain expert, the knowledge engineer, the
senior system designer, and finally a skilled acminis-
trator. According to Dr Fox, the administrator is
essential for co-ordinating and controlling the
development effort, so that the task is properly
managed.

Before we leave the subject of staff resources,it is
important to emphasise the effort needed to main-
tain an expert system following its development.
Maintaining a large knowledge baseis every bit as
difficult as constructingit in the first place. Because
it is concerned with problems having no closed solu-
tions, the knowledge base of an expert system will
change as experts accumulate more experience and
develop new techniques. In medicine, for instance,
new measuring devices makeit possible to detect
new states and to quantify known parameters more
precisely. New micro-biological agents are dis-
covered, as well as new drugs to treat them.

Maintenance may mean actively searching through
the knowledgebase for problemsthat need attention.
There may be gaps in the knowledge base where
some of the many possible combinations of condi-
tions are not covered. There may be overlapping
itemsin the knowledge base,leading to inconsistency
or redundant conclusions. Items may become out-
dated.Anintelligent maintenance system should have
the syntax and semantic knowledge neededto assign
blameto the items in the knowledge basethat appear
to be responsible for poor performance. (This is
because verifying the solutions using manual
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methods asin traditional systems is often imprac-
tical.) An intelligent maintenance system should also
be able to suggest modifications.
The problems of maintaining a knowledge base
become more difficult when two or more domain ex-
perts contribute to it. Although several physicians
contributed to MYCIN, only one physician made
changes at any one time. Recommendations for
change were routed through an administrator, whose
task it was to maintain consistency.

HARDWARE AND SOFTWARE RESOURCES
NEEDED
Because both constructing and experimenting with
an expert system is very expensive,there is already
a discernible trend towards dedicated symbol-
processing workstations and software design tools.
We have already mentioned two of these tools in
chapter 3 — LOOPS from Xerox PARC and KEE from
IntelliGenetics.

Other similar tools are OPS5, developed at Carnegie-
Mellon University in association with DEC; AGE
developedat Stanford University (see Reference 15);
and XPRT, developed at MIT (see Reference 16).
Theseareall tools that help someone to design and
build an expert system within an existing framework,
and to provide an efficient human interface. The
Xerox 1100 series of personal computers, which pro-
vide advancedinteractive graphics, can also serve
as effective workstations for developing expert
systems when equipped with software such as
INTERLISP-D. The Xerox 1100 workstations enable
users to display text in multiple fonts, manipulate
raster images, display multiple windows, provide
menu-driven selection and offer a wide range of
graphicutilities — all controllable through a mouse
or the keyboard.
Other examples of such LISP-based workstations are
the Symbolics L-3600 and the LMI LISP machine(both
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derivations of the MIT LISP Machine development).
Specialised workstations for expert systems are,
however, very expensive. Prices for the Xerox 1100
workstation, for instance, range from $45,000 to
$180,000. A Xerox 1100 workstation running
INTERLISP-D is illustrated in Figure 4.1.

Taking into account both the specialist human
resources and specialist hardware and software
needed to develop an expert system, our opinion is
that the total cost is unlikely to be less than half-a-
million dollars. One million dollars and upwards is
likely to be a morerealistic estimate in most cases.

 

Figure 4.1 Xerox 1100 workstation
The Xerox 1100 Scientific Information Processoris a personalcomputerable to run the INTERLISP-D language. The workstationfeatures a main memoryof up to 1.5M bytes, a 43 cm diagonalCRTdisplay with high resolution (1024 x 808 pixels), 64 buttonkeyboard and 3 button mouse.
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In the preceding chapter we were concernedwith the
characteristics of present-day expert systems and ap-
plications, and the current availability (or unavail-
ability) of skilled resources. Now weturnto the future,
to question how both the techniques of expert
systems and the skills of human resources are go-
ing to change, and what the impact of the changes
might be.

THE NEED FOR IMPROVEMENTS
At present, expert systems are narrowly focused to
suit the specific needs of particular kinds of userin
highly specialised and narrow domains. Before ex-
pert systems can become more generally useful and
cost-effective, somesignificant improvements have
first to be made. We now consider the nature of these
improvements.
Improved acquisition of knowledge and better
understanding of natural languages
The first improvement that is needed concerns the
acquisition of knowledge and the understanding of
natural languages. We have linked these two topics
together because mostresearchersin artificial intelli-
genceagreethat the problem of knowledge acquisi-
tion will not be fully resolved before we have gained
a better understanding of how to process natural
languages. At present, acquiring knowledge from an
expert is a lengthy, laborious and costly process.
Whatis more, the result is an interpretation of the
expert’s knowledge by a knowledge-engineering in-
termediary, and it may notbe totally accurate.

Knowledgeacquisition is a never-ending process. AS
we have mentioned, the knowledge base has con-
tinually to be refined in order to improve system per-
formance. Toillustrate this point, the knowledge base
of R1 grew in a period of only two years from 500
to 2,500 rules. To help with the problem, some ex-
pert systems have been extended by the construc-
tion of their own specialised knowledge-acquisition
systems — expert systemsin their own right. Two
examples of knowledge-acauisition expert systems
are META DENDRAL for the DENDRAL expert
system, and the TEIRESIAS knowledge-acquisition
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system for the MYCIN expert system.
Richard Duda has estimated the effort required to
assemble the knowledge base for PROSPECTOR as
100 man-years. Even though mostof the information
is available in published form, a large effortis still
required.
The best long-term solution would be for the expert
system to create the rules it needs from raw, unfor-
matted data fedin directly by an expert (thereby short-
circuiting the knowledge-engineering function). For
example, a doctor could type his knowledge into a
MYCIN-type system, which would then proceed to
create from the raw material the structured rules re-
quired in the knowledge base.
Better understanding of how to represent
knowledge
The second improvement needed before expert sys-
tems can be used more widely is a better understand-
ing of how to represent knowledge. Research into ar-
tificial intelligence has yielded a number of know-
ledge-representing techniques (see page 10). The pro-
duction-rule technique is the most common, not
becauseit is the best but becauseit suited best the
chosen domainsat the time — namely medicine and
geology. An important reason why the applications
of expert systems have been constrained to narrow
domainsis the limited understanding of how to repre-
sent knowledge. With narrow domains, it is sufficient
merely to make use of narrowly based knowledge
applied with a specific technique.

Better understanding of how to deal with
uncertainty
Dealing with uncertainty is one of the factors that
distinguishes an expert system from an intelligent
question-and-answer system. The techniques that
have been developedto deal with uncertainty and am-
biguity however, arestill immature. This is despite
continuing research into inexact reasoning, and
despite the relatively recent developmentof techni-
ques such as the method of certainty factors used
by MYCIN (explained in chapter 2 on page 17). The
fact is that today’s techniques of inexact reasoning
are not theoretically sound. That is why they tend to
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be used onthe basis oftrial and error. If one techni-
que yields results that seem reasonably satisfactory
for the problem in question, it is accepted. If the
technique does notyield satisfactory results, either
it is adjusted or an alternative is adopted.
Need to understand the process of human
judgement, reasoning and perception
At the present time, researchersin artificial intelli-
gencehavelittle understanding of human judgement,
reasoning and perception. That precludes any possi-
bility of building practical expert systems in domains
where humanunderstanding, reasoning and percep-
tion are of prime importance. Today’s generation of
expert systems manipulate facts and rules-of-thumb
in mechanical ways. That explains why the so-called
explanation facility (or human window) is merely a
trace (or executionlist) of the rules that have been
used in the process of searching for a solution.
Better ways of identifying domains
The techniques of present expert systems — types
of knowledge, reasoning and inferencing — are not
generalised techniques. Rather, they have been
developed with very specific problemsin mind. Iden-
tifying further domains appropriate to today’s limited
techniquesis a difficult practical problem. Put another
way, expert systemsare looking for users; techniques
are looking for applications. The problem underlines
the risk of developing an expert system, whenit is
hard to tell at an early stage whether or not the
system eventually will work.
Moretrained and skilled people
In the main centres of expert system development
both in North America and Europe there is general
agreementoverthe need for more highly trained peo-
ple. Most sought-after are people who combine a
background in artificial intelligence or computing
science (preferably with PhD qualifications) with a
deep understanding of methods of acquiring and
representing knowledge. Too few qualified people,
rather thantoolittle money, now seemsto be the pro-
blem — both in Europe and in the United States.In
the United Kingdom,for instance, the money that has
been made available underthe Alvey programmefor
accelerating research and training in knowledge-
based systemsis unlikely to be fully allocated. At
Carnegie-Mellon University, Professor McDermott
warned our researcherof his concern that commer-
cial organisations will attempt to develop expert
systems before suitably qualified staff are available,
with the inevitable result of unsatisfactory systems
and a spate of job-switching by inadequatestaff.
Lower-cost hardware
All the most significant current-generation expert
systems have been developed on costly hardware —
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either large mainframes, powerful minicomputers
(such as the DEC VAX), or on dedicated workstations
able to run LISPorits derivatives. LISP workstations
are favouredin the United States for developing the
newest commercial expert systems because, users
claim, they improve productivity. But workstationsof
this type cost between $45,000 and $180,000, enough
to make even the most richly funded European
organisation think twice.

REALISING IMPROVEMENTS
We have described briefly seven areas in which
significant improvements have to be made before ex-
pert systems can become more cost-effective and
more generally usable. Of the seven,only thelast im-
provement(lower-cost hardware) seemsvirtually cer-
tain to be attained. New microchip technology will
enable suppliers to design machines for special ap-
plications at a fraction of the cost of the present
general-purpose workstations.
As for the remaining six improvement areas, we
asked Richard Duda for his views on whether and
whenthey might be achieved. ‘The proper goalis
to be able to type text manuscript direct into the ter-
minal, then have a program processthe text, under-
standit and create the rules from it’’. It was an op-
timistic view, thought Duda, that envisagedthis goal
being reached within the next 20 years. Success
would depend on the progress of researchers into
artificial intelligence. If they were able to advance as
rapidly as they hopedin newfields of research such
as induction and perception, then today’s relatively
limited expert systemstruly mark the start of a revolu-
tion. On the other hand, if the researchersfail to make
the hoped-for progress, then expert systems may turn
out to be little more than a passing fad.
Buchanan(see reference 1) points out how early we
are in the development of expert systems. He
explains:

“Artificial intelligence (and expert systems)is still very
muchin the so-called ‘natural-history’ stages of scien-
tific activity in which specimensare collected, ex-
amined, described and shelved. At somelatertime,
a theory will be suggested that unifies many of the
phenomenanoticed previously and will provide a
frameworkfor asking questions. We do not now have
a useful theory. The vocabulary that we use to
describe existing systems is, however, more uniform
and useful than it was a decade ago. And the ques-
tions that we pose in the context of one programme
are sometimes answered in another.

“Expert systemswill provide many more data points
for us over the coming years.Butit is up to everyone
in the field to do controlled experiments, analyse
them, and attempt to develop a scientific framework
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in which we cangeneralise from examples.At the mo-
ment we ourselveslack the vocabulary for successful
codification of our own data.”
Despite the limitations and the rather primitive state
of expert systems at the time of writing this report,
it is quite clear that some organisations could benefit
from this new technique. These organisations must
be prepared to invest significant amounts of time,
scarce resources, and moneyina long term develop-
ment effort. Only then will they benefit from the ap-
plication of this specialised technique in areas such
as training, advice and interfacing with existing
databases and software (see chapter4).

The companies supplying expert systemswill concen-
trate their effort in the next few years on improving
the cost-effectiveness of their software products. One
productthat in our opinionis already pointing the way
is the general-purpose LOOPSsystem under develop-
ment at Xerox PARC, which we described on page
23. A second productin this categoryis the specia-
lised office workstation that is evolving from the
Kayak project in France, which we described on page
26.
The problem of identifying suitable domainsis pro-
bably the most significant cause of the high risk of
expert systems development. It is only after substan-
tial development work that one cantell whetherthe
specific technique chosenis appropriate; whether all
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the necessary knowledge can be acquired; whatthe
final size of the knowledge baseis likely to be; and
whetherit can be organised efficiently. Many develop-
ments of expert systems have (and will have) to be
stopped ata fairly late stage, whenit is realised that
the technical problems cannot be overcome.

During the nextfive years we expect to see some pro-
gress towardsalleviating the shortage ofskilled staff.
As recognition of the importanceof artificial intelli-
gencegrows,and asit receives more public funding,
so the studyofartificial intelligence, expert systems
and knowledge-based systemswill attract a growing
body of students at universities and other centres.
At the same time, companies specialising in know-
ledge engineering will offer more training courses
aimed at helping business-people to understand the
subject, and how best to exploitit.

As we have madeclear in this report, most work on
expert systems,in terms both of basic research and
commercial application, is being undertaken in the
United States. The body of knowledge existing in
the United States, as well as the breadth and depth
of resources there, is several years ahead of what
is available in Europe, particularly in the field of com-
mercial applications. In our opinion, the gap will widen
rather than narrow. If the advances that are needed
in the field are going to emerge, it seems mostlikely
that they will come from the United States.
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CHAPTER 6
MANAGEMENT GUIDELINES

For the next two or three years, the limitations
described in chapter 4 are going to dictate the types
of expert system that will be developed. One type of
system will be for very large applications in a narrow
and specialised field. These systemswill usually be
tailored for individual companies and will cost more
than $1 million. Very few companieswill be able to
afford a high-risk investment on such a scale. Another
type of system will consist of very small experimen-
tal applications of mainly educational value. These
systems will be developed by organisations wishing
to get first-hand experience of the new techniques.
The systemstypically will be unsophisticated pro-
totypes and will cost more than $30,000. Most of
these developmentswill be driven by curiosity rather
than by genuine need.

Although many organisationswill try a small-scale ex-
periment before attempting full-scale development,
a substantial investmentis usually needed to achieve
significant benefits. Companies should therefore bearin mind the size of commitment necessary to develop
a full expert system application.
Looking further ahead, more sophisticated software
tools and cheaper hardware will reduce software
development costs substantially. Accumulated ex-
perience will reduce the risk factor associated with
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such developments. More organisations will thenundertake large-scale developments, mainly of advice
and fault-diagnosis type systems.
The following guidelines, together with the potentialapplication areas identified in chapter 4, will helpFoundation members wishing to explore the new ex-pert system techniques. Applications should be con-
sidered in the following circumstances:
—Where knowledgeis already available in somewrit-

ten form. (This knowledge will usually be held in
a non-procedural form.)

—Wherethe application area calls for continuous up-
date of logic rules.

—Where a system can be developed in a modularway, thus reducing substantially the initial outlay,
and therefore therisk.

—Wherethere is a clear incentive for a user to use
the system.

—Wherea useris going to be able to maintain and
continually improve the knowledge base.

Expert system developmentsthat fall outside theseguidelines arelikely to be very high-risk ventures for
the foreseeable future.
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The present dominance of the United States in ar-
tificial intelligence research and developmentwill con-
tinue for at least the next decade. Nevertheless, we
expect some Japanese and European suppliers to
develop leading expert systems productsin specific
fields.

Expert systems will not revolutionise data process-
ing during the next five years. At the time of writing
this report, expert systems can be regarded only as
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CONCLUSION

a new software technique, still at a primitive state of
development. The critical shortage of skilled
resources and the knowledge acquisition problem will
retard progress.

Some pioneering organisations will undertake the
costly, high-risk development of commerical expert
systems, and some ofthese organisations will realise
substantial benefits in very specific, key application
areas.
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Artificial intelligence A branch of computer science concerned

Backward/forward
chaining

Bayesian probability

Browser

Certainty factors

Control strategy

Decision supportsystem

Deterministicsystem
Domain
Fuzzy logic

Horn clause

Inexact reasoning

Inference engine

with enabling computers to mimic the
characteristics that make people seem
intelligent.
Alternative control strategies used by an
inference engineto derive a solution to a
problem.
A probability theory exploiting the elemen-
tary theorem known as Bayesrule. This
rule establishes a numerical relationship
between an hypothesis and observed evi-
dence.
Aschematic representation (logic tree) —
displayed on a screen — of the logical
relations betweenrules in the knowledge
base.
A methodfor handling inexact information
(experts' assessments), developed as part
of the MYCIN system project.
The method the system usesto solve the
problem presentedto it.
A system which provides information to
assist the managerin his decision making
process, and also evaluates the conse-
quences of a chosen decision.
A system whichis not dealing with uncer-
tainty — all the logical conditions andrela-
tions are either true or false.
Application area.
A methodfor handling inexact information
by attempting to quantify non-numeric
(value) judgements.
Horn clause subset of predicate logic is
used to express symbolic information ina
way that can be used to solve problems.
It forms the basis for the PROLOG pro-
gramming language.
The art of good guessing. Reasoning with
rules of expertise, good practice and know-
ledgeof thefield.
The problem solving algorithm (or rule in-
terpreter) and its method of applying to the
problem the domain knowledge in the
knowledge base.

Intelligent knowledge A system which usesintelligent inference
based system proceduresto apply knowledge to perform

a task. Expert systems are a subclass of
knowledge based systems.
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Heuristics

Hierarchy

Knowledge base

Knowledge
engineering

LISP

Logic programming

Paradigm

Pattern matching

Predicate calculus

Probabilistic system

PROLOG

Rule based system

Symbol

Symbol structure

Rules of thumb. Rules of expertise, good
practice and knowledgeof thefield.
Aterm usedto describe the structuring of
knowledge in the knowledge base.
A database of knowledge in which both
facts and heuristics are represented as
individual elements of knowledge about a
particular domain.
The processof building a specific expert
system including design of the system and
knowledge acquisition.
A computerlanguage based on the man-
ipulation of symbols and symbol struc-
tures. LISP is the main language usedin
artificial intelligence research and com-
mercial applications.
Programming by expressingfacts, relation-
ships and rulesin logical statements.It is
usedin applications that requireintelligent
symbol manipulations.
An algorithm, used as a term for the
reasoning mechanism of the inference
engine.
The processof testing the logical state-
ments in the knowledge base against the
data provided to find whether they are
‘true’, ‘false’ or require additional infor-
mation.
Awidely studied formal language of sym-
bol structures. Someofits concepts are
relevant to symbolic computing.
A system which uses uncertain rules and
informationas part of its knowledge base.
A logic programming language.It is a high
level language capable of manipulating
symbols and symbolstructures,while pro-
viding extended facilities for expressing
knowledgeandusing this knowledgein a
reasoning process.
An expert system using ‘IF-THEN’ state-
ments as a method for representing the do-
main knowledge in the knowledge base.
A string of characters, which may be
numeric or non-numeric, such as Apple,
Table, Five, 3.14159, etc.
A type of data structure containing sym-
bols (also knownasa list structure).

Symbolic processing Manipulation of symbols and symbolstruc-

 

tures. Also referred to aslist processing.
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